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Abstract 

From a sample of 3. 7 million events collected with the ALEPH detector between 

1992 and 1995, those containing four jets are selected. These are used to measure 

angular variables sensitive to the underlying spin structure of the event which 

are then combined with 0( a;) QCD predictions to extract values of the Colour 

Factor ratios fAc, and ~c~ . Events containing two identified b jets are separated 
F F 

from the rest of the data and the extra information used to increase the accuracy 

of the measurement. A matrix element calculation which takes the b quark mass 

into account is used in the fit to these tagged events. The final Colour Factor 

values are obtained by combining the results from the two samples: 

§; = 2.294 ± 0.151 ti; = 1.491 ± 0.490 

which are in agreement with the QCD predictions of §; = 2.25 and 'fl; = 1.875. 



Preface 

This thesis presents a measurement of the Colour Factors of Quantum Chro­

modynamics from 4-jet events observed with the ALEPH detector using data 

collected at the LEP accelerator between 1992 and 1995. 

The work of the ALEPH Collaboration depends on the efforts of many people 

over a long period of time. The author's contribution to the experiment included 

performing an upgrade to the Laser Calibration System of the Time Projection 

Chamber, periods as the TPC Coordinator and regular shifts monitoring the 

quality of the data as it was recorded. 

The material presented here reflects the author's own analysis of the ALEPH 

data. No portion of the work described in this thesis has been submitted in 

support of an application for another degree or qualification in this, or any other, 

institute of learning. 
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Chapter 1 

Quantum Chromodynamics and 

the Standard Model 

1.1 Introduction 

The aim of particle physics is to understand the ultimate constituents of matter 

and to describe the interactions between them. The search for a solution to this 

problem has brought with it an expanding collection of experimental evidence 

from the reactions of high energy particles which probe the structure of matter 

at ever smaller distances. This body of knowledge is summarized in a set of 

theories known as the Standard Model which encompass our progress to date in 

answering this fundamental question. 

1.2 The Standard Model 

The Standard Model expresses our current understanding in terms of two types of 

particle: the fermions from which all matter is constructed, and carrier particles 

called bosons which are exchanged between them. The bosons communicate the 

forces through which the fermions interact and always possess integer values of 

spin angular momentum (in units of Ii). Fermions always have half-integer spin 

and are found in three generations sharing similar features. 

1 



CHAPTER 1. QUANTUM CHROMODYNAMICS AND THE STANDARD MODEL 2 

Three Families 

In each of the three fermion families we find two quarks and two leptons, together 

with their associated anti-particles. Quarks were originally observed in electron­

proton scattering experiments in the 1970's. The high angle through which some 

electrons were deflected indicated some sub-structure within the proton in analogy 

to the Rutherford scattering of a particles from atomic nuclei. This structure is 

thought to be due to three point-like entities within the proton which we call 

quarks. 

In the first of the three generations the leptons are the familiar electron with 

charge -1, and a particle with no charge or mass called the electron neutrino 

which is involved in radioactive {3 decay. The second and third families contain 

heavier versions of the electron together with their associated neutrinos. 

The up and down quarks of the first family are found in the proton which 

contains two up and one down quark, and the neutron which contains two down 

and one up quark. Fractional values of electric charge were originally assigned to 

them in order to obtain the observed totals of + 1 for the proton and 0 for the 

neutron but have since been directly confirmed as correct in other experiments. 

The heavier quarks of the higher generations are found in unstable short lived 

particles. The recent discovery of the top quark by the CDF collaboration [1] 

completes the set of fundamental fermions predicted by the Standard Model. 

The following table summarizes the characteristics of these particles in a way 

which highlights the similarities between each family. 
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first generation 

particle symbol charge spin (n) mass (GeV) 

up quark u +~ l rv 5x10-3 
3 2 

down quark d 1 l rv lx10- 2 
-3 2 

electron e -1 1 5xl0-4 
2 

electron neutrino Ve 0 1 < 5x10-9 
2 

second generation 

particle symbol charge spin (n) mass (GeV) 

charm quark c +£ 1 
rv 1.3 

3 2 

strange quark s 1 1 
rv 0.2 

3 2 

inuon µ -1 1 0.106 
2 

muon neutrino Vµ 0 1 < 2.7x10-7 
2 

third generation 

particle symbol charge spin (n) mass (GeV) 

top quark t +£ 1 174 3 2 

bottom quark b 1 1 
rv 5 

3 2 

tau T -1 1 1.8 2 

tau neutrino Vr 0 1 < 3.lxl0-5 
2 
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Four Forces 

In the Standard Model all physical processes are explained through the interac­

tions of four forces. Gravity is the most apparent of the four but is sufficiently 

weak relative to the others that it can be ignored at the energy scales we consider 

in particle physics and will not be considered further. 

The electromagnetic force is described by Quantum Electrodynamics (QED) 

which is a locally gauge-invariant field theory (i.e. charge is locally conserved). 

It is mediated between charged particles by the exchange of massless neutral 

bosons called photons [2]. The coupling constant involved in the interaction, o:, 

is sufficiently small to allow perturbation theory to be used successfully. The 

prediction obtained in this way for the magnetic moment of the muon has been 

experimentally confirmed to one part in 109 [3]. 

e 2 1 a=--rv-
47rliceo 137 

The weak interaction, which was originally suggested to explain the (3 decay 

of neutrons has also been formulated as a gauge theory in analogy to QED. It is 

communicated between quarks and leptons by the exchange of a triplet of bosons: 

the w+, w- and zo. The large mass of these particles results in the short 

range and thus relative weakness of the force. The weak and electromagnetic 

interactions as formulated in the Standard Model are unified, or considered to be 

different aspects of the same 'electroweak' force. This means that the two become 

equivalent in processes involving large momentum transfers. 

The strong force is responsible for binding quarks together to form hadrons, 

such as the proton and neutron. As with electromagnetism and the electroweak 

interaction it is described by a local gauge field theory, known in this case as 

Quantum Chromodynamics (QCD). The force is communicated between quarks 

by massless bosons called gluons, the two being collectively known as 'partons'. 

Leptons do not couple to gluons and have no interaction with the strong force. 

Some further features of QCD are explored in the next Section. 

The following table summarizes the characteristics of the gauge bosons of the 

Standard Model. 
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gauge boson symbol charge spin (Ii) mass (GeV) 

photon I 0 1 0 

w+ w- bosons Hf± ±1 1 80 

Z boson zo 0 1 91 

gluon g 0 1 0 

The Standard Model as introduced above has passed stringent tests in a range 

of environments and has yet to be challenged by any decisive experimental ev­

idence. It remains however a source of frustration in that it lacks the elegance 

desired of a fundamental theory and requires too many arbitrary constants. 

As a result the search for theories which combine our current knowledge in a 

more fundamental framework continue. One contender is Supersymmetry which 

postulates a spin 0 partner for each quark and lepton and a spin 1 partner for 

each of the gauge bosons [4]. In particular the theory predicts a spin 1 partner 

for the gluon known as the 'gluino'. Current searches for these new particles have 

failed but the analysis presented in the thesis is sensitive to one area of low gluino 

mass which has yet to be excluded by experiment [5]. 

1.3 Quantum Chromodynamics 

In order to explain the quark structure of hadrons a new kind of charge called 

'colour' was proposed which had three possible values (e.g. red, green and blue) 

[6]. Quantum Chromodynamics describes the interaction of coloured quarks via 

the exchange of gluons which themselves carry colour charge and can interact with 

each other. This feature leads to the triple gluon vertex as shown in Figure 1.1 

which displays the basic interactions of the theory. 

In electromagnetic interactions we consider each charge to be surrounded by 

a cloud of virtual particle-antiparticle pairs which screen and thus reduce the 

impact of the bare charge. This introduces an energy dependence in the coupling 
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2 

2 

2 

Figure 1.1: The basic vertices of the QCD interaction. The Colour Factors CF, 

CA and TF can be thought of as representing the relative strength of each process. 

strength as high energy processes penetrate further into the virtual cloud and see 

the unscreened charge, enhancing the strength of the interaction. 

In QCD however the influence of the gluon self-interaction is to reverse the 

effect of the virtual cloud and produce an enhancement of the bare charge, re­

sulting in a coupling tha.t decreases with energy. This phenomenon is known as 

asymptotic freedom and aids calculation in that the strong coupling constant a 8 

becomes sufficiently small in high energy processes for perturbative methods to 

be used. Conversely at the other end of the energy spectrum the strength of 

the interaction becomes infinite. This fact is thought to be related to the non­

observation of free quarks and the restriction of the known hadrons to two kinds 

of colourless combination: the qqq baryons with one quark of each colour making 

a 'white' composite, and the mesons with a colour-anticolour qq pair. 

1.3.1 e+e- Annihilation to Quark-Antiquark Pairs 

In Figure 1.2 we see a representation of a typical hadronic event from the process 

shown below. 
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Process 
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Figure 1.2: A schematic representation of a hadronic event. 

The annihilation of the e+e- pair to produce the virtual zo /1 is followed 

by the production of a quark-antiquark. This process is well described by the 

Electroweak interaction mentioned above. 

In the next step the qq radiate hard gluons which in turn radiate further 

partons. At this stage the high energy of the branchings ensures that a 5 is small 

and perturbative techniques can provide an accurate description. This is not the 

case in the next section where the coloured partons combine to form colourless 

hadrons, resulting in collimated sprays of particles known as 'jets'. We have no 

reliable way to calculate the processes involved in this hadronization step and 

resort to phenomenological models, the details of which will be introduced below. 

1.3.2 Perturbative QCD 

The small value ("" 0.1) of the strong coupling constant at LEP I energy scales 

enables the use of perturbative expansions in as to describe the early quark 

and gluon branchings from the initial qq pair. The two calculational techniques 

commonly employed to obtain predictions are introduced below. 
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Matrix Element 

The Matrix Element approach is to follow the expansion in O'.s and calculate all 

Feynman diagrams for the process order by order. In principle this is the correct 

method as it includes all kinematic and helicity information but the number of 

diagrams to be computed increases rapidly at each order. The QCD interac­

tions of the qq pair produced in e+ e- annihilation have currently only been fully 

calculated to 0( o:;). 

Parton Shower 

This technique exploits simplified approximations to the full matrix element cal­

culations which include any number of parton branchings. This is achieved by 

summing the leading terms in a rearranged perturbative expansion. The basic 

branching processes can then be described by simple expressions which depend 

on how the energy of the parent parton is divided between the two daughters [7]. 

This approach is very successful at describing some features of hadronic events 

and is the preferred one for many applications. Other analyses require a com­

plete description of the kinematic and helicity information included in the matrix 

element method. 

1.3.3 Hadronization 

At the low energies involved in the hadron formation process perturbative tech­

niques break down and we must employ phenomenological models inspired by 

physical arguments. 

The string fragmentation model of the JETSET Monte-Carlo [8] approximates 

the colour field between the initial qq with a narrow flux-tube or 'string' drawn 

between the two. The constant energy per unit length of the tube causes a linearly 

rising potential as the two quarks move apart. This stored energy can produce 

a new q'q' or di-quark pair causing the string to break. The acijacent quarks at 

the end of each string are combined to form baryons and mesons. The process 

continues until only hadrons remain. 
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An alternative method is contained in the HERWIG Monte-Carlo [9] which 

splits any gluons left after the perturbative stage into qq pairs. Adjacent quarks 

are then combined to form colourless clusters which decay into hadrons via a 

two-body process. 

1.3.4 Colour Factors and the Structure of the Strong In-

teraction 

QCD describes the interactions of spin ~ quarks and massless spin 1 gluons with 

colour charges determined by an underlying SU(3) group symmetry. These as­

signments determine the dynamics of the theory and can be tested directly. 

The spin of the partons has been verified with considerable accuracy and 

found to agree with the QCD prediction [10]. In exploring their colour charges 

we must remember that the contribution of each process shown in Figure 1.1 to 

the observable cross-section is not gauge invariant due to the inclusion of inter­

ference terms. However the 'Colour Factors' CF, CA and TF can be considered 

the physical manifestation of the underlying group structure and the intuitive 

connection shown in the Figure is valid. Thus we associate CF with the coupling 

strength of a gluon to a quark, CA with the gluon self-coupling and TF with the 

gluon splitting to quarks. This leads to the interpretation of CF as the colour 

charge of a quark and CA as the colour charge of a gluon. 

The Colour Factors are defined through the generators ya and structure con­

stants fabc of any group: 

Na.cfd 

L (TaTta)ij = JijCF 
a=l 

Na.cfd 

L fabc f*abd = JcdC A 
a,b=l 



where i,j =l, .. ,Nfun denote the colour of the quarks, and a,b,c,d = 1, .. , Nadj the 

colour of the gluons. V./e have assumed that the fermions lie in the fundamental 

representation and the gauge bosons in the adjoint representation of the group. 

Summing over all indices in the equations for Gp and Tp we obtain a relation 

between the dimension of the two representations; NfunCP = NadjTp. Note that 

in the above equations the generators ya can be represented by matrices and the 

structure constants are defined by the commutation relations between them: 

[Ta, Tb] = i I: fabcTc. 
c 

The Colour Factors provide a way of classifying theories and differentiating 

between them. In terms of these variables, all SU(N) theories have the structure: 

C - N2-1 
F - ZN 

and all abelian theories have CA 0. For example QED is specified through 

Gp= Tp = 1 and CA= 0. QCD, which is based on an SU(3) symmetry, predicts 

Gp=~' CA= 3 and 7'p = ~· 

The factor Tp enters into the cross-section once for each quark :flavour and thus 

the product n1Tp where n1 represents the number of active strongly interacting 

fermions is often abbreviated to TR = n1Tp. If the Gp factor is absorbed into 

the definition of the coupling constant we can describe the dynamics of a theory 

efficiently through two ratios: ~' the ratio of the gluon self-coupling to the quark­

gluon coupling, and !LcT = Nf\rn, the number of colours divided by the number of 
F adJ 

gluons. The values predicted by QCD for these ratios are: ~ = ~ = 2.25 and 

'f; = ~ = 0.375. 

This topic will be discussed again in Chapter 4 which introduces a method by 

\vhich these ratios can be determined experimentally. 

10 



Chapter 2 

The ALEPH Detector 

2.1 The ALEPH Detector at LEP 

The Large Electron Positron Collider (LEP) is located near Geneva in Switzerland 

and is the largest in a sequence of five accelerators at CERN. It provides beams 

for four multi-purpose experiments which are designed to study e+ e- interactions 

at energies of up to 200 GeV. 

The leptons are accelerated in stages by the smaller accelerators (see Fig­

ure 2.1) culminating in the 22 GeV Super Proton Synchrotron which injects 

directly into the 27km LEP ring. The electrons and positrons circulate in LEP 

in opposite directions under the control of thousands of bending and focussing 

magnets which keep them separated until they are forced to collide at the exper­

iments. During collision the beams converge to a 250pm interaction region. 

The analysis presented here is based upon data collected at the z0 resonance 

between 1992 and 1995. This thesis also contains hardware work and some results 

from the recent high energy phase of LEP operation above 130 GeV. 

2.2 The ALEPH Detector 

The ALEPH detector is described in detail elsewhere [11, 12]. This Chapter 

provides an overview of the general principles of the detector while emphasizing 

the features most relevant to the analysis. 

11 
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Figure 2.1: LEP and the CERN Accelerator Chain. 
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Figure 2.2: Cut away view of the 14m long ALEPH Detector showing subde­

tector components: a: Vertex Detector b: Inner Tracker c: TPC cl: ECAL e: 

Superconducting Solenoid f: HCAL g: Muon Chambers. 

The detector has a modular construction and is organised in concentric cylin­

ders around thee+ e- interaction point as shown in Figure 2.2. The inner modules 

provide tracking information on the particles produced by the collision, allowing 

momentum information to be derived from the curvature produced in the 1.5 

Tesla magnetic field. Particles then pass to the outer layers where they are ab­

sorbed and their energy is measured. 

zo decays are often complex with around 20 charged and a similar number 

of neutral particles distributed around the full solid angle. As a result ALEPH 

is designed to combine high granularity with hermetic coverage. The low trigger 

rate at LEP facilitates this approach by making it possible to record as much 

information as required from each event, allowing precision tracking with an 

emphasis on momentum and vertex information. 
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Figure 2.3: ALEPH's Silicon Vertex Detector. 

2.2.1 Vertex Detector 

In the region around the interaction point tracking information is provided by a 

vertex detector (VDET) consisting of two coaxial cylinders of double-sided silicon 

microstrip wafers at average radii of 6.5 and 11.3cm which cover respectively 85% 

and 69% of the solid angle (see Figure 2.3). The main purpose of the detector is 

to allow the identification of the displaced decay vertices of long-lived particles 

containing b-quarks. 

Each of the 96 silicon wafers measures 5.12cm by 5.12cm and is divided into 

lOOµm pitch strips which are read out in the rep direction on one side and in rz 

on the other. The convention is such that the z axis lies along the beam-pipe, r 

is the radial distance from it and ¢ the azimuthal angle around it. 

Hits are reconstructed independently for each side by combining the charge 

weighted positions of adjacent strips. These are then assigned to tracks extrapo­

lated from the outer detectors with an efficiency approaching 98%. 

The small overlap in¢ between the active region of the wafers allows the point 

resolution to be measured directly, which for high momentum (>2 GeV /c) tracks 
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Figure 2.4: The 2m long Inner Tracking Chamber. 

results in an accuracy of 12µm in both directions. 

The original VDET was replaced by an improved detector in October 1995 

for the high energy LEP run. The new VDET shares the main characteristics of 

its predecessor but increases coverage of the solid angle to 90% for the inner layer 

while offering greater resistance to radiation damage. 

2. 2. 2 Inner Tracker 

The Inner Tracking Chamber surrounds the vertex detector and provides tracking 

via 8 concentric layers of hexagonal drift cells. These combine a point resolution 

in r¢ of 150µm with some coarse z information, allowing implementation of a 

fast 3-dimensional track trigger capable of reaching a decision in under 6 µs. 

2.2.3 Tin1e Projection Chamber 

The Time Projection Chamber occupies most of the tracking volume and provides 

up to 21 space points on each track at radii from 30 to 180cm. Figure 2.5 shows 

the TPC's cylindrical structure surrounding the Inner Tracker. 

A drift field running parallel to the z axis is provided by a central membrane 

held at 27kV with respect to the end-plates. When charged particles pass through 
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the gas they leave behind a trail of ionization electrons which drift in this field 

towards end-caps instrumented with a proportional wire system read out by seg­

mented cathode pads. The r<f> resolution of 173 µm relies on making corrections 

for inhomogeneities in the electric and magnetic fields and accurate knowledge of 

the end-cap alignment. 

The arrival time of ionization electrons at the end-plates is used to obtain a 

position in z for each hit accurate to 7 40 µm for a track within 10° of perpendicular 

to the beams. This is combined with the r<f> information to produce a full 3-

dimensional reconstruction of the event. 

In addition to the cathode pads used in the main readout the proportional 

chambers contain a system of sense wires. These allow up to 338 samples of 

ionization energy loss ( dE / dx) per track making some particle identification pos­

sible. There is also a gating system designed to prevent ions from re-entering the 

drift volume where they could cause field distortions. 

A Laser Calibration System measures the drift velocity of electrons in the TPC 

gas and also monitors irregularities in the electric and magnetic fields. Chapter 

3 provides more information about the Laser System and details the upgrade it 

received for the high energy LEP run. 

2.2.4 Electromagnetic Calorimeter 

The Electromagnetic Calorimeter (ECAL) is a lead/proportional wire-chamber 

sampling device. It covers 98 % of the solid angle and consists of a 4.8m long 

barrel region closed by two end-caps, all lying within the superconducting magnet 

coil to minimize the amount of material preceding it. Both end-caps and the 

barrel are each sub-divided into 12 modular regions in </> as shown in Figure 2.6. 

Each module consists of 45 fully instrumented layers corresponding to around 22 

radiation lengths. 

Each layer contains a lead sheet in which electrons and photons can produce 

showers of other electromagnetic particles. These cause signals in the propor­

tional wire-chambers which are read out by 3cm x 3cm cathode pads. These are 
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Figure 2.5: The Time Projection Chamber. 

connected internally in three segments of depth and arranged in projective towers 

subtending an angle of 0.9° x 0.9° at the interaction point. This high granularity 

is central to the performance of the ECAL in finding electrons and photons 111 

hadronic jets. 

In addition to the main pad readout, the wire planes of each module provide 

fast signals which allow a trigger to be implemented. The redundancy provided 

by the two readout chains allows signals from occasional electronic noise to be 

removed and thus retain sensitivity to low energy clusters. 

By comparing the momentum of particles measured in the tracking detectors 

with the energy found by the ECAL, a resolution of D.f = ~ + 0.009 is 
E/GeV 

measured for electrons. This is complemented by an angular resolution for both 

charged and neutral tracks of 0.05° obtained by interpolating between the signals 

in adjacent towers. 
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ENDCAP B 

Figure 2.6: Electromagnetic Calorimeter Module Layout. 

2.2.5 Hadron Calorimeter 

The Hadron Calorimeter (HCAL) consists of alternate layers of iron and streamer 

tubes organised with a modular layout similar to that of the ECAL. The sheets of 

iron provide a total of 7 interaction lengths of material in which hadrons dissipate 

energy by generating showers of particles, and also provide the return yoke for 

the magnetic field. 

Instrumentation is provided between each layer by streamer tubes similar to 

the wire chambers used in other detector elements. These are readout by cathode 

pads arranged in projective towers of 3. 7° x 3. 7°. These correspond to 4 x 4 blocks 

of ECAL towers but are rotated by 2° to allow detection of particles which escape 

through the cracks between modules in the electromagnetic calorimeter. Using 

the pad readout an energy resolution of D.Jf = ~ is obtained for hadronic 
E/GeV 

showers. 

Digital strips running along the lcm square streamer tubes provide a longitu­

dinal profile of the shower development which is used in differentiating between 

hadrons and minimum ionizing muons. These are the only charged particles likely 

to penetrate the HCAL, and in order to identify them the outer shell of the de­

tector is surrounded by a double layer of streamer tubes which provide positional 
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information. 

The signals from the HV wires of all streamer tubes are read out as part of 

a trigger used in conjunction with the ITC to distinguish e+ e- interactions from 

background events. 

2.2.6 Luminosity Measurement 

The luminosity delivered by LEP is determined from the rate of low angle Bhabha 

scattering events for which the cross-section is calculable. An accurate determi­

nation relies on knowledge of the position of the scattered electrons because the 

cross-section is a strong function of the scattering angle. In the period before 

1992 the measurement was made by a lead/proportional wire device similar to 

ECAL but covering the area close to the beam-pipe from 2° to 9°. This Luminos­

ity Calorimeter (LCAL) was then superseded by a Tungsten/Silicon Calorimeter 

(Si CAL) capable of providing superior spatial resolution. 

During this period LCAL remained in operation extending the low-angle cov­

erage of the detector. As a result of recent changes in LEP timing which are 

incompatible with the SiCAL readout, the LCAL is once again being used for the 

primary luminosity measurement. 

2.2. 7 The Thigger System 

The ALEPH trigger aims to accept all real e+ e- interactions while minimizing 

dead-time from background events. It is organized in 3 levels which use partial 

information to make increasingly strict demands on an event before a decision is 

taken to record it. 

LEP currently operates in a 'bunch train mode' of 4 trains which collide every 

22µs. The trains can contain 4 wagons, each separated by 250 ns, but the ALEPH 

hardware reacts to these as one large 'super-bunch'. Of the 45,000 bunch crossings 

which occur every second, fewer than 10 produce an interaction. This requires 

the inclusive trigger philosophy mentioned above. 
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The Level 1 decision is based on information from the ITC, which is tested 

for track segments, and the calorimeters which are examined for energy deposits. 

If these are found in the regions indicated by the ITC tracks a YES decision is 

reached. This conclusion is possible irrespective of the Inner Tracker if a large 

signal is observed in the ECAL or LCAL. The decision is available in under 6µs 

from the time of the beam crossing. 

If the Level 1 trigger produces a negative result the detector is reset in time 

for the next crossing. When a positive result is given the Level 2 trigger initiates 

readout of the TPC; this takes 50µs. Trigger pads in the TPC produce a more 

detailed picture of the event upon which the same criteria as above are re-applied. 

A YES initiates full readout of the detector while a NO causes a reset, returning 

it to readiness for the next event lOOµs after the Level 1 YES. 

The final Level 3 trigger consists of a software process which analyses the 

event before it is recorded to verify earlier decisions. 

Events from genuine interactions tend to satisfy more than one trigger. This 

redundancy allows measurement of the trigger efficiency by looking at whether 

one or both fire. The efficiency for z0 decays is found in this way to be greater 

than 99.99%. 

2.2.8 Data Acquisition 

The readout chain aims to convert the raw data of sub-detector hits into a recon­

structed event as quickly as possible in order to reset the detector for the next 

event. 

It is organised as a series of links in a data pipeline, each of which consists 

of a VME micro-processor capable of dealing with several events at once. The 

final step in the pipeline is reached when the Main Event Builder concatenates all 

elements of the event together and sends it to the online cluster. The structure 

of the readout chain is shown in Figure 2.7. 

A group of computers known as the Online Cluster runs the Level 3 task 

to verify that the event came from a genuine interaction and simultaneously 
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Figure 2.7: Readout structure from ADC to Tape. 
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passes it to other tasks which monitor the quality of the data coming from each 

sub-detector. If the Level 3 criteria are met the event is passed to a second 

computer cluster known as 'FALCON' which reconstructs the event in a quasi­

online environment using the 'JULIA' program. It is then passed to a task which 

writes the event to tape for offiine analysis. Reference [14] contains more detailed 

information on the data acquisition system. 

2.3 Event Reconstruction 

2.3.1 Track Reconstruction 

The ALEPH reconstruction program, JULIA, begins the task of building tracks by 

combining nearby TPC hits into track segments which are then added together if 

compatible with a helix hypothesis. These candidate tracks are then extrapolated 

into the ITC where hits are assigned using re/> information only. VDET hits 

are assigned next, producing a preliminary track upon which a final fit is then 

performed. This last step considers track errors and uses Kalman techniques [15] 

to account for possible multiple scattering and in-flight decays. 

\rVhen the hits from all three tracking detectors are combined we obtain a 

transverse momentum resolution from the track curvature in the magnetic field 

of a(l/pr) = 6 x 10-4 (GeV /c)-1 for 45 GeV /c muons with an impact parameter 

resolution of around 25µm. At low track momenta scattering effects become more 

important leading to the addition of a constant term of 5 x 10-3 to the momentum 

resolution. 

2.3.2 The 'Energy Flow' Algorithm 

Rather than performing a straight summing of calorimeter cells, an improved 

picture of the total energy in an event can be formed by including tracking and 

particle identification information. 

After a cleaning stage during which beam gas particles and noisy channels 

are removed, the remaining tracks are extrapolated to the outer detectors where 
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Measurement Method Measurement Energy Resolution ~E/E 

Single Particle Tracking ~p/p 10 GeV 1% 

Single Particle ECAL 10 GeV 8% 

Single Particle HCAL 10 GeV 27 % 

Whole Event Energy Flow 91 GeV 7% 

Whole Event I: Cells 91 GeV 13 % 

Table 2.1: Energy resolutions for isolated charged particles m tracking and 

calorimetry compared with whole event energy flow results. 

overlapping ECAL and HCAL clusters are combined into 'calorimeter objects' and 

assigned to compatible tracks. Electron, muon and photon clusters are identified 

using dE/dx and shower profile estimators and then removed. Any remaining 

clusters compatible with a charged track are assigned the momenta of that track 

and also removed. All remaining calorimeter energy is assumed to come from 

neutral hadrons. This results in a set of 'energy flow objects' which are the input 

to the offiine analysis presented here. 

Using this method the energy of an event can be measured with greater accu­

racy than with the summing technique. Table 2.1 displays the energy resolution 

of the whole event obtained using the two algorithms and compares this with the 

response of the calorimetry and tracking to isolated 10 GeV charged particles. 

The 'single particle' resolutions are calculated by extrapolating the results quoted 

in earlier Sections to 10 Ge V. 

The resolution obtained from the energy flow algorithm is shown as a function 

of the angle of the event Thrust axis to the beam-pipe, 0 in Figure 2.8. The 

energy detection efficiencies for hadronic and leptonic events are also shown which 

demonstrate the hermeticity of the detector. 
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Figure 2.8: Energy resolution achieved with the energy flow algorithm as a func­

tion of the angle of the event Thrust-axis to the beam pipe, B. The Thrust-axis is 

defined in Section 5.3. On the lower scale the angle is given in terms of,\ = 7r /2 

- (). Also shown are total energy detection efficiencies for leptonic and hadronic 

events) expressed as the ratio of the detected energy to twice the beam energy. 



CHAPTER 2. THE ALEPH DETECTOR 25 

2.3.3 Reconstructed Event 

Figure 2.9 shows a fully reconstructed ALEPH event in three projections. The 

main view is along the beam-pipe and shows TPC hits as small squares connected 

by the line of the track fit. The small circular view is an enlargement of the ITC 

and VDET from the same direction showing the extrapolation of these tracks 

toward the interaction point. 

The third view is an end-on picture showing ECAL hits as squares which 

display the projective geometry of the towers. The energy deposition in the 

HCAL is represented by a histogram. A muon, visible at the edge of the picture, 

penetrates the calorimetry and registers hits in both muon chambers. The small 

amount of ionization caused by the track as it passes through the HCAL is shown 

in the main view. 
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Figure 2.9: A Fully Reconstructed ALEPH Event. 



Chapter 3 

The TPC Laser System 

3.1 Introduction 

In this Chapter a project to upgrade the Laser Calibration System of the ALEPH 

TPC is presented. After introducing the laser calibration method the need for an 

upgrade to meet the new demands of high energy running at LEP II is discussed. 

This is followed by an explanation of the system's main components and the 

principle by which information is extracted from the calibration events. The 

objectives of the upgrade are then defined followed by a summary of the steps 

taken to meet them. 

The ALEPH tracking performance relies on the Time Projection Chamber as 

detailed in Section 2.2.3. The quality of track reconstruction possible with a 

TPC depends upon knowledge of the distortions experienced by electrons as they 

drift towards the end-plates. It is therefore necessary to measure and correct for 

these effects. 

The TPC Laser System performs two complementary functions to improve 

the accuracy of track reconstruction. It monitors irregularities in the electric and 

magnetic fields which can cause systematic shifts in track co-ordinates and also 

measures the drift velocity of electrons in the TPC gas. 

The z position of each point on a track is obtained by combining the arrival 

time of electrons at the end-caps with the drift velocity, which is a function 

27 
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of atmospheric pressure and requires constant monitoring. The control of field 

distortions is vital as they can cause 5% shifts in the measured momentum of 

a 45 Ge V / c track, while any change in the drift velocity directly affects the 

reconstructed angle of tracks in the r z plane. 

The accuracy with which the momentum and angle of tracks can be recon­

structed is fundamental to the analysis presented later in this thesis; it will also 

be of importance to high energy analyses which attempt to determine the mass 

of the W boson. 

3.2 Motivation for Upgrade to System 

During the six years up to mid 1995 LEP ran at a c.m.s. energy of around 91 Ge\!, 

the mass of the zo boson. During this time the primary measurement of drift 

velocity came from analysis of hadronic events. However, in order to search for 

new particles and provide information about w+w- production, the accelerator 

began a scan in energy above the zo mass in October 1995. 

The preliminary stage of 'LEP II', as the high energy machine is known, 

provided events at 140 Ge\! in late 1995, and the W threshold (161 GeV) was 

passed in July 1996. It is intended to continue up to 192 Ge V when further 

accelerating cavities have been incorporated and to continue taking data until 

1999. 

At the high energies of LEP II running the cross-section for hadronic events 

drops by a factor of around 103 compared to its value at the zo resonance. As 

a consequence we no longer have enough data to obtain the drift velocity in this 

way and the primary measurement must come from the Laser System. 

During LEP I operation dedicated laser runs were taken every few weeks to 

allow a cross check of the drift velocity and to monitor field distortions. However, 

the new requirement for continuous operation of the Laser System at LEP II 

forces fundamental changes to the system. 

The remainder of this Chapter describes the efforts undertaken to upgrade 

the Laser System to provide laser calibration events interleaved with normal data 
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Figure 3.1: Schematic outline of the Laser System showing lasers and 15m beam 

path through ALEPH to the TPC. 

taking in a robust and reliable system. 

3.3 The TPC Laser System 

The TPC Laser System consists of two lasers which transmit light into the TPC 

via a complex beam transport system as shown in Figure 3.1. The system exploits 

the fact that ultra-violet light can excite a two-photon resonance in organic im­

purities in the Argon/Methane gas inside the TPC and cause an ionization trail 

similar to that left by the passage of a charged particle. The ionization is caused 

by the interaction of U.V. light with phenol or toluene present in the gas at the 

ppm level [16]. This allows a real track to be mimicked by a perfectly straight 

laser track; any deviations from straightness are then due to inhomogeneities in 

the electric and magnetic fields as the electrons drift towards the end-plates. The 

measured curvature in laser tracks is then used to correct particle tracks. The 

drift velocity is determined from the reconstructed polar angle of laser tracks, the 

differences of which are known to 0.02° [17]. 

Using a suitable laser and a set of semi-reflecting mirrors on the inside of the 
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Figure 3.2: A Laser Event in the TPC. 

TPC, mock hadronic events consisting of 30 laser tracks distributed throughout 

the volume of the detector can be recreated. One of these 'laser events' is shown 

in Figure 3.2. The reproducibility of tracks makes it possible to average over 

statistical fluctuations and study systematic effects. 

An introduction to the construction of the TPC is given in Section 2.2.3. A 

full discussion can be found in References [11, 12, 13]. 

3.3.1 The Lasers 

The system is divided into two symmetric halves, each served by a Nd-YAG laser 

running at a wavelength of 1064nm. After two frequency doubling crystals this 

reaches an output wavelength of 266nm in the near Ultra-Violet with a pulse 

length of 5ns and maximum repetition rate of lOHz. 

The pulse energy of over 2mJ is monitored by an internal photo-diode and is 

sufficient to produce 15 ionizing beams in the TPC after the losses of the beam 

transport system. T'he plane of polarization of the laser light can be manipulated 

via a half-wave plate to equalize the intensity of the beams. A telescope mounted 

on the front of the lasers produces a waist of the beam in the TPC with an average 

width of around 5mm. The laser energy and repetition rate are controlled from 

the ALEPH online computer cluster via an electronic module. 
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The lasers have proved fairly reliable over the 1989-95 period, with occasional 

replacement of broken parts and regular servicing every winter to remove dust 

from optical components and tune the position sensitive frequency doubling crys­

tals. 

3.3.2 The Beam Transport System 

The beams travel down a complex 15m path from the top of the detector before 

reaching the TPC as shown in Figure 3.3. All mirrors are manually adjustable 

and are used to align the beams roughly each year after the winter servicing. 

Fine tuning is achieved via a computer controlled steering system located in the 

actuator box. 

Once the laser light reaches the splitter ring shown in Figure 3.4 the beams 

are split into 3 and reflected into the TPC at angles in ¢of 84°(96°), 204°(216°) 

and 324°(336°) on side A(B). Note that looking at ALEPH from outside the LEP 

ring side A is on the right hand side in the positive z direction. 

The beams pass through 15mm quartz windows into the TPC where they 

are reflected from a series of 5 semi-transparent mirrors glued to the inner wa.11 

of the detector. The mirrors are angled such that the beams seem to originate 

from the interaction point, as shown in Figure 3.3. After passing the final mirror 

the beams exit from windows in the far wall of the TPC where their position is 

monitored with diodes. 

3.3.3 Beam Position Monitoring and Steering 

The position of the beam has to be controlled to an accuracy of better than lmrad 

in order to hit all of the mirrors and the 15mm exit window at the end of the 15m 

path length. Precision of this order is difficult to maintain over this distance when 

several adjustable mirrors are included in the system and the whole is subject to 

vibration and temperature fluctuation. 

To overcome these problems the beam position is changed via a steerable 

mirror in the actuator box as shown in Figure 3.5. This allows movement in 2 
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Figure 3.3: The beam transport system showing the 15m path length and the 

deflection angles of the mirrors in the TPC. 
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mirror 2 

Figure 3.4: View down beam pipe of Splitter Ring showing windows to reflect 

beams into TPC. Diameter of Ring = 70cm. 
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lateral diode 

beam pipe 

Figure 3.5: The Actuator Box showing stepper motors and steerable mirror. 

translational and 2 rotational directions to reproduce all 4 degrees of freedom of 

the beam. The system is operated by a computer algorithm which uses as input 

the beam position as monitored by 5 photo-diodes on each side. These are located 

at each exit window in the TPC wall, at the beam coupler into the splitter ring 

as shown in Figure 3.6 and in the actuator box. The diode in the actuator box 

monitors the position of the light reflected back from the semi-reflecting mirror 

in the beam coupler and sits at a path length roughly equivalent to the centre of 

the TPC. 

The diodes and steering motors are controlled by dedicated electronics mod­

ules located in barracks beside the detector. These communicate via standard 

protocols with the online computer cluster which runs the control tasks for the 

lasers and steering system. 

It is important to note that the elements of the beam transport system beyond 

the actuator box are in general inaccessible during LEP's operational period from 

around May to November each year. It is possible to reach all elements of the 

system only during the long winter shutdown when opening of the detector end­

caps and removal of the LCAL and SiCAL facilitate access to the splitter rings. 

This places a stability requirement on the system; any beam position fluctuations 

over the year should be small enough to allow compensation by the steering 

system. 



CHAPTER 3. THE TPC LASER SYSTEM 

'w'o.velength 
sn;f'ter 

plo.te 

Ouo.dro.nt 
cl;ocle 

LASER B£AM 
266 OP\ 

6S.O 

Splitter r1n9 

35 

Figure 3.6: The Beam Coupler into the Splitter Ring showing the position sen­

sitive quadrant-diode and reflected/transmitted beam. All measurements are in 

mm. 
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3.4 Principle of Field Distortion Correction 

The drift velocity of electrons in a gas in the presence of an electric and magnetic 

field is given by the Langevin equation [19): 

.... _ µ [E.... ExB ( )2 (E·B)B] 
V - l+(wr) 2 +WT~ + WT B2 

whereµ (= eT/rn) is the electron mobility, Eis the electric field vector, B 
is the magnetic field vector, T is the mean drift time between collisions, w ( = 

eB / rn) is the cyclotron frequency , and iJ is the electron drift velocity. The 

product WT has been determined in Reference [13) to be 8.9 ± 0.3 for the ALEPH 

TPC. 

In a perfect TPC the electric and magnetic fields are exactly parallel and the 

above equation simplifies to iJ = µE. However small angles between the two 

are introduced by irregularities in the fields and by any tilt of the TPC inside 

the solenoid. Reference [20] demonstrates that the small tilt found in ALEPH is 

accounted for correctly. 

A magnetic field map, taken prior to the start-up of the experiment [21], is 

used in conjunction with the straightness of reconstructed laser tracks to correct 

for any distortions. A detailed explanation of the method is given in Reference 

[18); an outline is provided below. 

The azimuthal symmetry of the detector suppresses field distortions in this 

direction. Significant radial components of the fields are, however, possible which 

can cause shifts in both the radius and azimuth of reconstructed tracks. 

These are corrected during offiine reconstruction using laser data. Stand-alone 

laser runs consisting of around 100 laser events are taken with the magnetic field 

on and off. The laser beams are reconstructed in the rz plane and the deviations 

between full and zero magnetic field are calculated. Combining the shift in the z 

direction with the known angle of the beam, the radial shift !::i.-r( B) = r( B) - r(O) 

can be derived. From this we also obtain information about the azimuthal shift. 

These corrections are important as they completely remove deviations that 

can shift the reconstructed momentum of a 45 GeV /c track by 5%. 
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Figure 3. 7: The relation between drift velocity and track angle. 

3.5 Principle of Drift Velocity Calculation 

The Laser System also allows us to measure the drift velocity of electrons in the 

TPC gas. Constant monitoring of this is necessary as the velocity is sensitive 

to changes in gas composition and pressure. Recall from above that iJ = µE 
and that the electron mobility, µ = eTjm where T, the mean time between 

collisions is inversely proportional to the pressure of the gas. Thus the velocity 

is proportional to E / p. The TPC gas is maintained at a constant 7mbar over­

pressure with respect to outside and so follows any fluctuations in atmospheric 

pressure. 

The radial dependence of the drift time, t of a track is related to its polar angle 

0 by dt/dr = -1/( v tanO ) as shown in Figure 3.7. Large systematic effects due 

to sector alignment and electronic delay variations are cancelled by taking time 

differences with respect to a reference beam in each </>plane, allowing considerable 

accuracy to be achieved. The main element of the drift velocity, Vz is then given 

by: 
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where i1, t2 are the measured drift times of two beams, 01, 02 are the known angles 

of the mirrors deflecting the beams into the chamber and P<t> is a free parameter 

for each azimuthal plane to compensate for uncertainties in the steering of the 

beam in that plane. Further details are contained in Reference [18]. 

A minimum x2 fit is performed for the drift velocity with the P<t> as free 

parameters. The accuracy attained is detailed in Section 3. 7 .2. 

3.6 LEP I Mode of Operation 

During LEP I the Laser System was used every two weeks to check the drift 

velocity and occasional runs were taken with the magnetic field on and off to 

monitor the evolution of field distortions. 

In addition a dedicated run was taken at the start of each year to find the 

maximum value of the drift velocity as a function of the TPC drift field High 

Voltage as shown in Figure 3.8. These were performed to place the velocity in a 

plateau region and thus minimize sensitivity to any fluctuations in pressure. The 

source of the plateau is the Ramsauer-Townsend effect by which electrons of a 

certain energy can pass through a rare gas without being significantly scattered 

[22]. 

It should be noted that the laser runs provided a back-up check for the main 

calculation of the drift velocity. This came from the analysis of hadronic events 

where the trajectories of reconstructed tracks in the TPC were combined with 

knowledge of the beam crossing time to allow the drift velocity to be calculated. 

This step was performed during a preliminary look at the data before the full 

reconstruction and is thus referred to as the 'Pass O' result. The technique requires 

the tracks from both sides of the detector to come from a common interaction 

point. A minimum x2 fit for the velocity is performed by averaging over all of 

the events in a data run with this constraint. 

All of the laser runs were taken in stand-alone mode with the TPC operating 

separately from the rest of ALEPH. For this purpose a dedicated data acquistion 

program was available for recording laser data. Side A and B provided data one 



CHAPTER 3. THE TPC LASER SYSTEM 39 

TPC D6ft Veloc;ty [ cm/ µsec J 

i 

High Voltage/V 
15 

Figure 3.8: 1995 TPC Drift Voltage Calibration. 

after the other because of differences in the trigger for each laser and the need 

to manually optimize the laser energy to produce good ionization. The steering 

of the beams also had to be tuned and in recent years operation of the data 

acquisition routine required increasing time and effort due to various problems 

with the original code. In general it was considered to be unreliable and incapable 

of unsupervised operation. 

After the data acquisition task had successfully finished, a drift velocity cal­

culation was performed and the result stored in private files. 

One of the main difficulties with the Laser System during LEP I was a loss of 

alignment which the steering system could not recover. This happened on Side 

A on several occasions, leading to a complete loss of function for long periods. 

Unfortunately no Side A data was available for much of 1994 because of this 

difficulty. The problem was traced to a combination of limited acceptance in some 

sections of the optical path and instability in the optical components, particularly 

the exposed outer mirror knee. 
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3.7 New LEP II Project 

At LEP II the Laser System changes from being an important but secondary 

part of ALEPH, to being integral to the operation of the detector. This means 

providing laser events during normal data taking and running the system 24 hours 

a day. 

During the period from January to October 1995 I coordinated a project to 

upgrade the Laser System to meet these new demands. In this I collaborated with 

Eric Rohne of Mainz University and Lee Curtis of Glasgow University. The work 

involved improvements to the beam transport system and a complete re-write of 

all laser control software. The trigger system of the lasers also was changed to 

allow both of the lasers to fire simultaneously. The new requirement of constant 

running and reliability prompted us to introduce automated energy steering and 

beam position monitoring, along with fault reporting and diagnostic information 

in an expert system capable of responding to most situations. 

3.7.1 Aims 

The improved system had to meet several clearly defined criteria. 

• No deterioration in the TPC tracking should occur as a result of the new 

method of finding the drift velocity. 

• Field distortion data should be available as before. 

• Both lasers should fire simultaneously to allow information from both sides 

to be obtained with a single readout of the TPC. 

• The laser trigger signal should be passed to the ALEPH trigger system to 

synchronize readout of the detector. 

• The result of the drift velocity calculation should be integrated into the 

ALEPH run records to allow use in track reconstruction algorithms. 

• The above aims should be met in a robust and reliable system capable of 

operating for long periods without manual intervention. 
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The following Sections contain an explanation of the steps taken to meet these 

targets. 

3.7.2 Accuracy 

The drift velocity influences the accuracy with which the z coordinate of tracks 

can be reconstructed. At present the dominant systematic error in this mea­

surement is due to unknown electronic timing variations from channel to channel 

which lead to the quoted uncertainty of around lmm. If we express this as a 

fractional error by recalling that the total TPC drift length per side is 2.2m we 

obtain a value of 5 x 10-4 • 

This figure is combined with the resolution in rand the statistical improvement 

from averaging the 21 pad hits to give an error on the measurement of the polar 

angle of 6 x 10-4 • The accuracy which the Laser System must achieve in order 

to avoid increasing this uncertainty is thus defined to be 1 x 10-4
. It is also 

important that the result be independent of changes in the beam steering and 

other external factors. 

For comparison purposes the old Pass 0 method achieved an accuracy ap­

proaching 2 x 10-5 . During the commissioning period in mid 1995 both the Pass 

0 and Laser Systems ran in parallel and the old method was used as a consistency 

check on the laser result. 

In order to achieve the required precision a minimum of 300 laser events would 

be needed in each data run. Given that a run typically lasts 2 hours this requires 

a laser trigger rate of 50mHz. The small increase in detector dead-time this causes 

was deemed acceptable by the Collaboration. 

The accuracy finally attained is shown in Figure 3.9 which compares the Pass 

0 result with the laser one for all runs in September 1995. It shows that the widest 

deviation between the results is less than the required 1 part in 104 and that the 

average deviation is much smaller than this. Note that the figure contains tvvo 

kinds of plot; the top pair show results calculated without any steering correction 

and demonstrate the importance of this effect by comparison with the bottom 
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pair which have been corrected. Similar plots exist which demonstrate that the 

result is insensitive to using information from only one side instead of both, and 

to changing the beam alignment between runs. 

3. 7 .3 Trigger 

The laser trigger was changed to produce pulses from both lasers simultaneously 

and to synchronize with the 6 µs decision window of the ALEPH Level 1 trigger. 

The arrangement before 1995 was for dedicated laser runs to record data from 

each side of the TPC separately and for the TPC to be read out independently 

of the rest of the detector. The new setup required the possibility of operating 

both in this stand-alone mode and in step with the ALEPH trigger. 

In order to remain in time with ALEPH the new shots during data trigger 

had to be synchronized with the early beam crossing (EBX) signal from LEP. 

This is produced every 22 µs to warn of an imminent bunch crossing and requires 

downscaling to produce laser events at 20 second intervals. The trigger for stand­

alone laser runs was incorporated into the scheme by replacing the EBX with a 

signal from the TPC clock module. 

The pulse from the downscaler is passed to logic units which produce three 

output signals. The first triggers the Laser A Flash Lamp, the second does the 

same for Laser B and the final one produces a common Pockels Cell trigger which 

releases the accumulated radiation from both units in two simultaneous pulses. 

Small differences in construction mean that the optimal time between firing the 

Flash Lamp and releasing the Pockels Cell is not the same for both lasers. To 

accommodate this asymmetry Side A has a delay of 180 µs between the two 

triggers while the Side B period is 200 µs. Figure 3.10 shows the details of the 

timing. 

External control of the trigger is achieved through the fact that many of 

the electronic modules in the system are programmable and can be operated by 

software from the online cluster. 

The recording of a laser event by ALEPH is initiated many LEP cycles after 
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Figure 3.9: Left hand plots show laser (*) and Pass 0 ( o) drift velocity values in 

cm/ µs for runs during September 1995. The right hand plots show the difference 

between the two values in the form (Pass 0 - Laser) / Pass 0. The bottom 

plots have the steering correction applied while the top plots do not. The y-axis 

represents time but is calibrated using ALEPH run numbers. 
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the signal that began the process. Approximately 40 µs after the Pockels Cell 

trigger a signal is received from the Splitter Ring diode on Side A or B which 

confirms that the lasers fired correctly. After applying a small delay to ensure 

it arrives within the 6 µs decision window this signal then passes to the Level 1 

trigger and initiates readout of the whole detector. 

3. 7.4 Beam Transport 

The problems with beam transport mentioned in Section 3.6 were traced to in­

stability in the Side A outer mirror knee and limited acceptance at some points in 

the optical path. The acceptance problem has been successfully tackled over the 

last 2 years with the progressive removal of magnetic materials close to exposed 

areas of the path. 

However even after these operations a major problem remained throughout 

1994. It is believed that this was caused by the outer mirror knee being forced 

into a bi-stable position during the alignment procedure. The clearance between 
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Figure 3.11: The Outer Mirror Knee. 

the mirror casing and the mirror is very small and allows only limited angular 

movement as shown in Figure 3.11. 

During the manual alignment at the start of the year it is thought that the 

adjustment screws forced the mirror knee against the casing and into an unstable 

position, leaving it vulnerable to disturbance. At some point during the year the 

mirror slipped into an undefined position with irrecoverable loss of alignment. 

The temporary solution of reducing the mirror size by grinding the edges \Vas 

implemented in April 1995. This allowed manual alignment to proceed without 

forcing the mirror against the casing and allowed trouble free operation through­

out the year. To solve the problem in the long term new mirror knees with greater 

angular freedom were commissioned from Mainz University and installed in early 

1996. 

The solutions that were found to these and other problems have been compiled 

in a manual to assist future laser experts. It contains protocols for the regular 

operations performed each year and suggestions for diagnostic procedures in all 

areas of the system. The format of the document was designed to encourage 

progressive updating as new knowledge is gained. It is hoped that this will reduce 

the annual loss of expertise suffered when students leave the experiment. 
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3.7.5 New Laser Control Task 

A new laser data acquisition task was written to run as part of the ALEPH DAQ. 

This controlled the energy, triggering and beam position of the lasers to provide 

laser events whenever the detector was recording data. 

The new program employed the Finite State Machine (FSM) logic which 

ALEPH uses to describe the various states of the detector as explained in Reference 

[14]. In this framework tasks are programs which detail how to make transitions 

between states. Each sub-detector is controlled by a separate task and a central 

'run-controller' program ensures that they all make transitions together. 

One of the difficulties in developing the new routines was that the previous 

code used an erroneous protocol to communicate with the control modules of the 

diodes and steering motors. Once the correct procedure had been implemented 

it became possible to develop algorithms which were robust. The fact that the 

problem lay at such a fundamental level made it necessary to rewrite all of the 

laser software. 

Fault reporting structures were integrated into the new task, encouraging the 

use of automatic recovery procedures when problems occurred. This evolved 

into an expert system which could eventually deal with all of the reproducible 

difficulties encountered by the system. In the event of new problems and the 

automatic recovery failing, diagnostic information was relayed to the ALEPH Shift 

Leader who would then contact the laser experts for help. 

The new task monitored the alignment of the beams and made steering im­

provements when requested. It also performed actions on the appropriate laser 

triggers in step with the ALEPH run-controller, and regularly checked the beam 

energy making adjustments to provide good ionization levels in the TPC. 

During the development of the new functionality a 'Test' state was introduced 

into the FSM structure which simulated thousands of hours of normal running by 

making intensive transitions between real states. The success and failure rate of 

the various procedures in the transitions were recorded and exported at the end of 

operation in the form of efficiency plots which were used to pinpoint weaknesses 
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in the techniques being used. 

3.7.6 New Laser Monitoring Task 

A separate task was implemented to process the laser events, calculate a value of 

the drift velocity and then pass it on to the ALEPH tracking algorithms. This was 

the responsibility of Eric Rohne who introduced improved beam reconstruction 

algorithms and steering corrections that allowed accurate calculation of the drift 

velocity. 

In addition both tasks contain monitoring software written by Lee Curtis 

which integrates the beam energy and position monitoring with the standard 

ALEPH presenter used for diagnostic histograms. This allows TPC coordinators 

who may be unfamiliar with the details of laser operation to check on the general 

performance and call the attention of the experts to any new developments. 

3.7.7 Conclusion of New LEP II Project 

The project began in February 1995 and the new task to produce laser events 

interleaved with ordinary data was implemented in June. At the end of August 

the drift velocity calculation task was successfully introduced and it was verified 

that the required drift velocity precision of 1 part in 104 had been achieved. 

The system ran without major intervention from June till the end of the year 

demonstrating that it was reliable and robust. In this way all of the aims set 

out in Section 3. 7.1 were met on schedule and in time for the start of LEP II in 

October 1995. 

3.8 Conclusion 

The upgrade of the Laser System for high energy running has been a clear success. 

The development of a new way of measuring the TPC drift velocity without de­

grading the tracking performance and simultaneously maintaining control of field 

distortions is a significant contribution to ALEPH's operation in the demanding 



CHAPTER 3. THE TPC LASER SYSTEM 48 

Figure 3.12: The First WW Event recorded by ALEPH. 

conditions of LEP II. Figure 3.12 shows the first w+w- event recorded by the 

experiment in this new environment. 

The author's other Collaboration responsibilities during 1995 included work­

ing as a TPC Coordinator, chairing a Parallel Session at a 'Collaboration Week' 

in October and making a presentation to the Plenary Session there. 



Chapter 4 

Method 

The following Chapters of this thesis present a direct measurement of the Colour 

Factors of the strong interaction using a combination of new techniques. 

After outlining the motivation for a more accurate evaluation of the Colour 

Factors, the principle used to make the measurement is explained. The remainder 

of this Chapter gives an overview of the analysis structure and details the event 

selection methods. 

The topics of jet finding and parton to jet association are presented in Chapter 

5, followed by an explanation of the technique used to select heavy flavour quark 

jets in Chapter 6. Chapter 7 presents the fitting method with a full error analysis, 

and Chapter 8 sunnnarizes the relevance of the result in the context of the current 

understanding of strong interaction physics. 

4.1 Introduction: Colour Factors in 4 Jet Events 

The Colour Factors were introduced in Section 1.3.4 and to a good approximation 

can be thought of as denoting the relative strength of the three classes of quark 

and gluon vertex shown in Figure 4.1. 

The three processes contribute at tree level to the cross-section for hadronic 

decays of the zo to four jets. The principle of the measurement is that each process 

contains a different spin structure leading to characteristic angular orientations 

of the partons. Simple variables using the angles between the jets have been 

49 
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Figure 4.1: Intuitive relation between the three basic QCD processes and their 

associated Colour Factors. 

developed to maximize sensitivity to these differences as explained in Section 4.3. 

The experimental method consists of combining a measurement of the vari­

ables in hadronic zo decays with 0( a;) QCD predictions of how each process 

contributes to the total cross-section. A linear combination of the three contri-

butions is then fitted to the data with the Colour Factors as free parameters. 

For a general variable, y, the 4-jet cross-section can be expressed as the sum 

of three terms, each proportional to a Colour Factor. 

In this expression the association of each element to a specific process is com­

plicated by the inclusion of interference terms. However we can make an intuitive 

link between the dominant direct processes. In this way the a function can be 

indentified with double gluon bremsstrahlung events, the {3 function with triple 

gluon vertex events, and the I function with four quark events as shown in Fig­

ure 4.2. 
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Figure 4.2: Tree level contributions to the 4-jet cross-section. 

In practice the common ( as;:P )2 prefactor is absorbed into a freely varying 

normalisation parameter leaving us with access only to ratios of the Colour Fac­

tors. This is done in order to remove any dependence on 0'. 8 and the overall 4-jet 

rate which is expected to suffer from large higher order corrections as discussed 

in Section 7.3.2. 

4.2 Motivation for Colour Factor Measurement 

The experimental verification of QCD has reached an advanced stage with recent 

results from e+ e- interactions at LEP complementing findings from other areas of 

high energy physics to present a coherent description of the available data. How­

ever, the group structure of the theory as expressed through the Colour Factors 

remains one of the most poorly established areas, despite being fundamental to 

identifying QCD as the theory of the strong interaction. 

Recent theoretical interest in this area has centered on the possible existence 

of a supersymmetric spin ~ partner to the gluon. In Reference (24] it is shown 

that the existence of a light gluino with a mass of rv3 GeV leads to greater 
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consistency between measurements of as at different energy scales. These effects 

are a consequence of the change in the number of strongly-interacting fermions, 

n f, which increases by three above the threshold for gluino production. The 

number of fermions is directly related to the quantity TR = n1TF measured in 

this analysis. 

The topic of gluinos is further explored in Reference [5] which shows the im­

portance of lifetime and mass effects, while Reference [25] reviews current progress 

in experimental searches. 

4.2.1 Colour Factors at LEP 

The LEP accelerator provides an ideal testing ground for Colour Factor predic­

tions for several reasons. Most obviously, the non-abelian nature of QCD as 

manifest in the triple gluon vertex (TGV) is directly accessible in this clean en­

vironment. Evidence from pp interactions [23] support the predictions of QCD 

in this respect but cannot provide the direct observation available in hadronic zo 
decays. 

The high energies available at LEP combine with the running of as to fa­

cilitate the application of perturbative methods, making theoretical predictions 

more accurate. The separation of this regime from the poorly understood non­

perturbative energy range leads to a more straightforward correspondence be­

tween the measured jet properties and their parton initiators. This fact is critical 

to this analysis which relies on achieving a good resolution on the angles and 

energies of the partons. 

Finally, the increased cross-section for e+ e- annihilation at the Z0 resonance 

has led to several million hadronic events being recorded by each of the LEP 

experiments, allowing a level of statistical accuracy previously unattainable. 

4.2.2 Previous Measurements 

The idea of exploiting the different angular orientation of the 3 classes of four­

jet event was first proposed in Reference [26]. This paper introduced a variable 
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designed to maximize the difference between two of the classes, and was later 

complemented by further proposals designed to highlight the other contributions 

[27, 28, 30]. The four variables will collectively be referred to as Angular Corre­

lation Variables (ACV's). 

The LEP Collaborations began experimental investigations into Colour Fac­

tors by measuring combinations of ACV's in 4-jet events and performing qualita­

tive comparisons of QCD with a toy model [40] containing no gluon self-coupling 

[30, 34, 32]. A similar analysis was performed on 4-jet data from e+e- inter­

actions at an energy of 58 GeV at the TRISTAN accelerator [37]. All of these 

studies were limited by the small number of 4-jet events available but did produce 

evidence in support of QCD predictions. 

The first quantitative Colour Factors measurement came from the ALEPH 

Collaboration using the distribution of invariant masses in 4-jet events [38]. This 

was followed by a measurement which exploited the Colour Factor dependence of 

the O(a;) corrections to the 3-jet final state [39] which was repeated by the OPAL 

Collaboration [36]. These results were complemented by a number of 4-jet anal­

yses by the other LEP Collaborations using ACV's to make direct measurements 

of the Colour Factors [31, 33, 35]. 

In summary, the current experimental position leaves the Colour Factors 

known to limited accuracy and remains one of the least well established a.reas 

of the Standard Model. It also represents an opportunity to test this fundamen­

tal prediction of perturbative QCD. 

4.2.3 Primary Quark Tagging and Colour Factors 

This analysis exploits the ability of ACV's to differentiate between different four 

parton processes to produce a direct high-statistics measurement of the Colour 

Factors. The work is performed in an area of phase space where the impact of 

two and three parton background events is negligible and non-perturbative effects 

are small as shown in the next Chapter. 

The Angular Correlation Variables employed in this analysis rely on energy 
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Figure 4.3: An example of energy ordering applied to a double gluon 

bremsstrahlung event in which the two highest energy partons are the primary 

quarks. The numbers refer to the energy order of the jets with the hardest being 

in position 1. 

ordering of the four jets to pick out the initial qq from the secondary partons, 

as explained in the next Section. Figure 4.3 shows an example of the favoured 

configuration of qq in position 1 and 2. For the dominant qqgg process, however, 

this technique succeeds in only rv 50% of events [40]. 

To overcome the problem of failing to pick out the correct primary quark jets 

and thus mis-measuring variables, this analysis exploits the heavy quark tagging 

capability of the ALEPH detector to label the quark jets directly in bb events. 

This allows the extra information contained in these events to make a substantial 

contribution to the accuracy of the measurement. 

To facilitate this technique, the 4-jet sample is divided into a b-tagged com­

ponent passing the selection criteria detailed in Chapter 6, and an anti-tagged 

component containing light u,d,s & c quark events. The overall accuracy is max­

imized by combining the results from each sample in the final result. 

The udsc sample, as it shall be referred to, is compared with 0( a;) QCD 

matrix-element predictions of the 4-jet cross-section which assume that parton 

masses are negligible [41]. In the tagged sample the large b quark mass of 5 GeV 

cannot be ignored as it leads to considerable distortions of the shape of the ACV's. 

For this sample a new calculation to 0( a;) which includes the quark masses is 

used [42]. 
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This analysis represents the first use of heavy quark tagging to increase the 

accuracy of ACV's and also the first use of a massive matrix-element calculation to 

make a Colour Factor measurement. The combined use of tagged and anti-tagged 

samples is also novel, as is the use of ACV's to analyse the ALEPH data. 

4.3 Angular Correlation Variables 

Angular Correlation Variables are designed to be sensitive to different classes 

of 4-jet event through the characteristic jet orientations which arise from the 

underlying parton spin structure. 

Differentiation between double gluon bremsstrahlung events and other classes 

relies on the fact that the cross-section for single gluon emission by a quark­

antiquark pair strongly favours collinear radiation of the gluon with respect to 

the quark direction. The cross-section (44) is shown below using the conventional 

d fi . . f h 1 d . 2E 2E- d 2E E e mt10n o t e sea e parton energies, Xq = 7s' Xq = 7s an x 9 = ~· "nergy 

conservation requires that Xq + Xq + x9 = 2. 

This function is displayed in Figure 4.4 in which the collinear singularities 

as Xq --+ 1 and Xq --+ 1 are clearly visible. In double gluon bremsstrahlung 

events collinear emission leads to a characteristic 2-jet like structure which is not 

observed in the other classes of 4-jet event. 

Variables which attempt to differentiate between four quark and triple gluon 

vertex events exploit the fact that the virtual gluon is "highly polarised in the 

event plane. 

If da11 and da J.. denote the cross-sections for gluon emission in and perpendic­

ular to the event plane, the gluon polarization is defined as 

P(x x-) - (duu-du.L) 
q' q - (du 11 +du.i_) 

and from the gluon cross-section including the plane of polarization given m 

Reference (43] we then obtain 



CHAPTER 4. METHOD 

10 

0.9 
0.8 

.t 0.7 
~.s .. ,. 0.6 

0.5 
0.4 

0.3 
0.2 

0.1 0 
0 

56 

Figure 4.4: The 0( 0:8 ) gluon en11ss10n cross-section expressed in terms of the 

scaled quark energies Xq and xii. Note that a log scale is used in the z direction, 

marked in arbitrary units. 
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which shows that the gluon tends to be polarized in the event plane except 

when x9 --+ 1. This area of phase space is, however, strongly suppressed as we 

can see from Figure 4.4. 

The gluon polarization vector defines a direction relative to which we can 

measure the angle of the decay products in TGV and 4 quark events. If this angle 

is denoted by x, and the momentum fraction carried by one of the products by z, 

then quoting a fragmentation function result from Reference [29] which describes 

the orientation of this decay plane we find an azimuthal term which enters with 

opposite sign in the two cases: 

( ) _ 6 [(1-z+z2)
2 

( ) ( )] Dg-+gg z, X - 27r z(i-z) + z 1 - z cos 2x 

Dg-+qq(z, x) = ;; [~(z 2 + (1 - z ) 2
)

2 
- z(l - z )cos(2x) J . 

This suggests an energy imbalance between the products of the g --+ gg process 

while g --+ qq favours a more even split. Also, when we look at the azimuthal 

distribution we find that the decay to quarks tends to produce jets perpendicular 

to the polarization direction, while for decays to gluons, the two jets line up 

parallel to this direction. These preferred configurations are displayed in Figure 

4.5. Note that the preceding expressions are derived for massless gluons. Vve 

assume that the virtual gluon in TGV and 4 quark events is close to being on shell 

in which case the same features will be apparent. 

We now look at the definition of the angular variables to see how the principles 

introduced above can be exploited to measure the contribution of each process 

experimentally. 

The Korner-Schierholz-Willrodt Angle :xKsw 

The first variable is the Korner-Schierholz-Willrodt angle (XKSW) which is 

defined in Figure 4.6. It is designed to pick out the difference between double 

gluon bremsstrahlung and triple gluon vertex events through the correlation in 

TGV events that arises from the polarization of the intermediate gluon [26]. The 



CHAPTER 4. METHOD 

triple gluon vertex event 

intermediate polarized 
~ _____ gluon 

q1~------. q2 
~, 1amam~ 
g g 

q 

i 4 

intermediate 
~ gluon 

~ 

polarized 

q1 .. -------1-----~ q 2 

q 
3 

4 quark event 

58 

Figure 4.5: The top picture shows the preferred orientation of the decay products 

for the g -+ gg process. The lower picture displays the preferred g -+ qq orienta­

tion. In both diagrams the virtual gluon is viewed head on with the polarization 

vector horizontal. 
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Figure 4.6: The Korner-Schierholz-Willrodt angle (XKSW) is given by the angle 

between the normals of the two planes defined by jets 1 and 3, and 2 and 4. 
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originally proposed variable included a requirement that each hemisphere contain 

two jets, with events possessing 3 jets in one hemisphere and 1 in the other being 

disallowed. Here the requirement is relaxed to allow the variable to be used in all 

events and the absolute value of the cosine of the angle was taken. This leads to 

some similarity in the appearance of the classes but the variables are measured 

with sufficient accuracy to overcome this as shown in Chapter 7. 

The QCD matrix-element prediction for each ACY is shown m Figure 4. 7 

separated into the contributions from each class of event. In interpreting the 

form of the variables it should be remembered the cosine of the angle is plotted 

and that there is a requirement on the invariant mass between the partons to be 

above a cut of Ycut = 0.01 as explained in Chapter 5. It should also be emphasized 

that it is the relative change in shape for each process which demonstrates the 

differentiating power of a variable. 

The Bengtsson-Zerwas Angle : Xnz 

The Bengtsson-Zerwas angle (XBz) is defined in Figure 4.8. It is designed 

to pick out the difference between qqgg and qqqq events through the different 

azimuthal orientations of the secondary partons as shown in Figure 4.5. The 

absence of an intermediate gluon in the double bremsstrahlung events leads to a 

uniform azimuthal distribution for XBZ and XI<sw. The enhancement observed 

in both cases as cos(x) tends to one results from the residual tendency of the 

second gluon to lie in the plane defined by the other three partons as it is here 

that the Colour field is concentrated. 

The Nachtmann-Reiter Angle : ()NR 

The modified Nachtmann-Reiter angle is defined in Figure 4.9 as a general­

ization of the original variable which can be applied to all 4-jet events [29]. It is 

designed to differentiate qqqq from TGV events via the orientation of the decay 

products in a similar way to XBZ but relies on a different spin effect [27]. 

The Opening Angle between Jets 3 and 4 : a 34 

The final variable is the opening angle between jets 3 and 4. It was first 



CHAPTER 4. METHOD 60 

~ ~ ~ • r/J r/J r/J 
:<: :<: :<: ......... ~ ~ • ~ 

"' •••• "' "' 0 0 0 ... ... ... 
:!2 :!2 ~ b b I .,, .,, .,, 

0 0.5 1 0 0.5 1 0 0.5 1 
Gluon Brem lcos(XKsw)I Triple Gluon lcos(XKsw)I 4Quark lcos(XKsw)I 

r·~~.--·--
'N 'N 'N 

"' "' L .. "' • ~ ~ ~ •• "' ~ "' 0 •••• 0 •• ... ... ... .,, .,, .,, 
I t5 t5 

• ••••• t5 .,, .,, .,, 
0 0.5 1 0 0.5 1 0 0.5 1 

Gluon Brem lcos(x8 z)1 Triple Gluon lcos(X8 z)1 4 Quark lcos(X8 z)1 

~ 

~ 
,...._ 

" " ••• z ... z ••• z e e e •• "' •••••• "' • "' 8 0 ••• 0 •• ... ... 
:!2 ~ :!2 • b b .,, .,, .,, 

0 0.5 1 0 0.5 1 0 0.5 1 
Gluon Brem lcos(eNR)I Triple Gluon lcos(0NR)I 4 Quark lcos(eNR)I 

l • l •• l ••• ••• • • "' "' • "' ••• • 0 •• 0 0 ... • ... • ... .,, .,, • .,, 
t5 • t5 •• t5 .,, .,, .,, 

-1 0 1 -1 0 1 -1 0 1 
Gluon Brem cos(a34) Triple Gluon cos(~4) 4 Quark cos(a34) 

Figure 4. 7: The above plot shows the 0( a;) matrix-element prediction for the 

contribution of the three processes to each angular correlation variable. The 

analysing power of each variable is contained in the change in shape of the distri­

bution for each process. To emphasize this they axis is shown with an unmarked 

scale. 
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Figure 4.8: The Bengtsson-Zerwas angle (XBZ) is given by the angle between the 

normals of the two planes defined by jets 1 and 2, and 3 and 4. 
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Figure 4.9: The Nachtmann-Reiter angle is defined as the angle between the 

3-momentum differences P1 - f3 and P2 - p4. 
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proposed by the DELPHI Collaboration [30] and is sensitive to all classes of 

event but particularly to the gluon bremsstrahlung process where the secondary 

partons have a characteristic back-to-back orientation. 

4.4 Monte-Carlo Studies 

An important use of simulated data in High Energy Physics is to model the 

response of the detector to hypothetical events and thus derive a correction factor 

to compensate for irregularities. In this respect the accuracy with which the 

simulated data describes the real is of secondary importance to the quality of 

the detector simulation; the aim is to model the change in the event because of 

detector imperfections rather than the event itself. 

In this analysis we must compare data with 0( o:;) matrix-element predictions 

which describe quarks and gluons. In reality however we do not observe partons 

but rather the jets of collimated particles they give rise to. This means we need to 

convert the jet distributions we measure into their parton equivalents. We derive 

such a correction function from MC distributions measured before and after the 

partons fragment to form jets. 

In order to handle these effects correctly we need the hadronization process to 

be as accurately modelled as possible. In doing so we must take care to exactly 

reproduce the decays of heavy flavour particles, as the b-tagging techniques used 

later require knowledge of the tag performance measured in simulated data. 

These demands cause us to place greater emphasis on the agreement between 

real data and data simulated using the Monte-Carlo principle, as this gives an 

indication of how well the hadronization and decay characteristics of the model 

describe reality. It should be emphasized that the process by which hard partons 

fragment to produce showers of final state particles is poorly understood and that 

Monte-Carlo routines attempt to describe it with phenomenological models. In 

this context the level of agreement observed between these models and the data 

is remarkable. 



CHAPTER 4. METHOD 

e-

(IJ (2) (3) 
Parrich• Dt•cays 

(4) 

Typical momcmum 
---+---+--- transfer al LEP I 

91 20 (GeV) 

63 

Figure 4.10: Schematic representation of a hadronic event as modelled by the 

matrix-element option in the JETSET Monte-Carlo. 

4.4.1 The Matrix-Element Option in JETSET 

In this analysis we use the JETSET Monte-Carlo [8] with the matrix-element 

option. This employs a parameterization of the full 0( a;) matrix-element calcu­

lation to describe the production of the first four partons. 

In this scheme the normal parton shower fragmentation procedure is turned 

off and the hadronization technique usually employed at the end of the shower is 

used to describe the evolution from the initial 4 partons down to the final state 

hadrons. The two alternative approaches are displayed in Figures 4.10 and 4.11. 

The matrix-element scheme in JETSET is known to describe some features of 

the data less well than the parton shower version [45] but is nevertheless more 

appropriate for this analysis. As mentioned above we must compare data with 2nd 

order QCD and the ability to identify each jet with its parent parton is required 

in order to derive the hadronization correction function. 

In addition, the parton shower option only uses an 0( 0:8 ) matrix-element to 

describe the first branching in the shower, and thereafter employs the leading­

log approximation to describe the branching process. This does not describe the 

emission of high angle partons as well as the full matrix-element, and does not 

include the angular correlations which are fundamental to the description of the 
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Figure 4.11: Schematic representation of a hadronic event as modelled by the 

parton shower option in the JETSET Monte-Carlo. 

4-jet region. Subsequently we do not expect the parton shower option to do well 

in this area and it will not be discussed further. 

It should be pointed out that the Monte-Carlo data shown here is derived 

using Version 7.4 of the JETSET program with the matrix-element option using 

a value of the QCD renormalization scale, µ, which has been chosen so as to 

best describe the ALEPH data [45]. It employs a standard set of hadronization 

parameters used by ALEPH including the radiation of initial state photons frmn 

the e+ e- before annihilation and a detailed modelling of the decays of heavy 

flavour hadrons. 

4.4.2 Comparison of Data with Monte-Carlo Predictions 

The remainder of this Section is devoted to comparing distributions sensitive to 

the general features of zo decays in real data with predictions from Monte-Carlo. 

Note that matrix-element Monte-Carlo (MEMC) events usually contains 2,3 

or 4 partons before hadronization, but the 4-jet selection procedure used here 

removes almost all 2 and 3 parton events leaving a contamination of less than 

0.02% as explained in Section 4.5.3. In recognition of this fact most of the follow­

ing plots are derived from 433,792 fully simulated MEMC events which contain 
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only 4 par tons before hadronization (denoted the MEM C4 sample). The plots in 

Figure 4.12 however come from a sample containing 139,163 events containing 2,3 

and 4 partons (denoted the MEM C234 sample). In both samples the simulated 

data goes through the full hadronization process and detector simulation and 

then the same analysis chain as the data before being compared with 3,675,851 

uncorrected ALEPH z0 events recorded between 1992 and 1995. 

Figure 4.12 shows distributions from the initial level of analysis when only 

basic hadronic event selection cuts have been applied. The data is compared to 

the MEMC234 sample. In the plot of the total event multiplicity we can see that 

the MEMC234 sample slightly under-estimates the number of neutrals by about 

one particle per event. The mean of the distributions are < n >data= 37.28±0.005 

and < n >me= 35.80 ± 0.024. 

Figures 4.13, 4.14, 4.16, 4.15 and 4.17 show distributions derived from events 

which have passed all 4-jet event selection criteria and been accepted as part of 

the final sample. Note that the b and udsc samples have been combined in these 

plots. At this stage we select 96, 785 data events and 40,403 events from the 

MEMC4 sample which satisfy all cuts. 

In Figure 4.13 we see plots of variables sensitive to the overall topology of the 

event. To obtain the variables shown we must first define the momentum tensor 

for an event as 
N 

Pij = L P--:iiP--:ij 
n=l 

where i,j = 1,2,3 denote the components in some coordinate system of the 3-

momenta fi of a particle and the sum over n includes all N particles in the event. 

If we denote the eigenvectors of this tensor as Ai and normalize them such that 

Qi = ft then we define the quantities shown in Figure 4.13 as follows: Sphericity 

= ~(1 - Q1), A planarity = ~Q3 and Planarity = ( Q2 - Q3 ). The agreement 

observed in these variables and in the polar angles of the jets shown in Figure 4.14 

suggests that the shape of the events are reasonably well modelled by the Monte­

Carlo. 

In Figure 4.15 we see the momentum of all jets divided into longitudinal and 

transverse components relative to the jet axis. A softer PT spectrum is observed in 
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Figure 4.12: Comparison of ALEPH Data with MEMC234 predictions for the 

number of charged tracks and the total number of particles in events which pass 

the Hadronic Event Selection. The lower left plot shows the sum of the energy 

of charged tracks, and the lower right plot shows the sum of the energy of all 

particles (i.e. charged and neutral). 
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Figure 4.13: Comparison of ALEPH 4-jet Data with MEMC4 predictions for 3 

event shape distributions derived from the eigenvalues of the momentum tensor. 

the MC sample(< Pr >data= 4.632±0.004 GeV/c and< Pr >me= 4.229±0.004 

GeV /c) and a harder PL spectrum. \i\Then we examine Figure 4.16 we can see 

that these two effects cancel to give an accurate description of the total energy 

of the jet. 

Figure 4.17 shows measurements of the energy of each particle and of the angle 

it makes with the jet axis. In the MC the neutral particle energy spectrum is 

slightly harder, supporting the interpretation of the MEMC4 sample as containing 

a smaller number of higher energy neutrals than the data. Also the softer Pr 

spectrum of Figure 4.15 can be understood as an artefact of the slightly greater 

collimation observed in MC jets. 

\i\Te conclude the comparison of data and Monte-Carlo with Figure 4.18 which 

shows the four Angular Correlation Variables used in the final analysis. The 

level of agreement between the two gives us confidence that the scheme used is 

appropriate to this analysis, and the slight discrepancy observed in some single 

particle distributions has little impact on the jet related quantities used. 
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Figure 4.14: Comparison of ALEPH Data with MEMC4 predictions for the polar 

angle of all jets in the 4-jet sample and the polar angle of the jet closest to the 

beam line in each event. 
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Figure 4.15: Comparison of ALEPH 4-jet Data with MEMC4 predictions for the 

total longitudinal and transverse momentum of jets. 
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Figure 4.16: Comparison of ALEPH Data with MEMC4 predictions for the energy 

of jets. In each event the jets have been numbered in descending energy order. 

The distributions shown are the original versions obtained by summing the ener­

gies of the constituent particles, not the jet energies calculated using the method 

of Section 4.5.3. 
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Figure 4.17: Comparison of ALEPH 4-jet Data with MEMC4 predictions of the 

angle between each track and the jet axis (top plots) and the energy of each track. 

In both cases the charged and neutral particles have been displayed separately. 



CHAPTER 4. METHOD 71 

l 0.15 t 0 

D•t• r··1 1.1 b J 
~ .::r.: ::~:I: .:::J ::r: ===~: :1 
g 0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1 

Data/MC 

I :~it:,:::,:3 ;:t~~::.:::,:J 
0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1 

Data/MC 

i .::t~~~==~l~j ;:f ~1~~=:1 
.J2 0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1 ..... 

Data/MC 

f .::[: :.~1:.:SJ ;i===~~ 
g -1 -0.5 0 0.5 1 -1 -0.5 0 0.5 1 

Data/MC 

Figure 4.18: Comparison of ALEPH 4-jet Data with MEMC4 predictions for the 

Angular Correlation Variables XBz, X1<sw, ()NR and 0'.34. 
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4.5 Analysis Structure 

In the next Section we detail the techniques used to obtain from the data a sample 

of 4-jet events with directions and energies which correspond as closely as possible 

to those of the parent partons. The analysis contains several steps each of which 

apply criteria to maximize the number of good events and minimize background 

contamination. An outline of the main points is provided below. 

After applying hadronic event selection cuts the Durham algorithm [46] is 

used to select 4-jet events. The jet directions are then used to rescale their 

energies assuming momentum conservation and the same clustering requirement 

is re-applied. The effect of this step is to improve the energy resolution of the 

jets and to remove poorly reconstructed events originating from 2 or 3 partons. 

The final step in the selection is to apply a two stage tag to pick out the 

primary quark jets in bb events. If two jets are successfully tagged the event is 

included in the b sample while all others join the udsc sample. 

Both data sets selected in this way are then corrected for the effects of 

hadronization and the detector using response functions derived from Monte­

Carlo as explained in Section 4.6. This provides a correction to the 4 parton level 

available from 0( a;) matrix-element predictions and makes direct comparison of 

data with theory possible. Chapter 7 explains how theoretical predictions are 

combined with data to extract values of the Colour Factors. 

4.5.1 Hadronic Event Selection 

In order to select a clean sample of hadronic decays of the zo boson the following 

standard cuts are applied to remove background from leptonic decays and two­

photon interactions [38]. 

To be used in the analysis charged particle tracks are required to be recon­

structed with at least 4 hits in the TPC and to originate from the beam-crossing 

point within 5cm along the beam direction and 3cm in the transverse direction. 

Good tracks must also make an angle of at least 20 degrees with respect to the 

beam axis and have a transverse momentum greater than 200 MeV. Selected 
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events have at least 5 such charged tracks and a total charged energy of 15 GeV 

or more. 

Neutral clusters from the energy flow analysis must have an energy of at least 

300 Me V and their extrapolation to the interaction point must make an angle 

of 20 degrees or more with the beam line. The total visible energy of the event 

is required to be in excess of 0.5y's and the momentum imbalance in the beam 

direction must be smaller than 0.4y's. 

After this selection procedure the data sample contains 3,675,851 events de­

rived from the 139 pb- 1 of data recorded by the ALEPH detector between 1992 

and 1995 at energies close to the mass of the z0
. 

4.5.2 Jet Clustering 

The next stage in the analysis is to select 4-jet events from a sample of hadronic 

events dominated by 2 and 3-jet events. The technique employed is to use the 

Durham algorithm with the E combining scheme to cluster tracks together to 

form jets. The process is iterated until the smallest invariant mass between any 

two clusters exceeds a value known as the Ycut which takes the value 0.01 in this 

analysis. The remaining clusters are then associated with jets. In the data sample 

we find 192,421 events which contain 4-jets defined in this way. The details of 

the algorithm and the techniques used to optimize the correspondence between 

the jets and their parent partons are explained in the next Chapter. 

4.5.3 Energy Calculation 

If we know the polar and azimuthal angles Oi & </>i of four jets and assume that 

they represent massless partons (i.e. E = IPil) then we can calculate the energy of 

each jet using 4-momentum conservation. This helps us to reconstruct the original 

parton configuration more accurately by improving the correspondence between 

the energy of the jet and its parent parton and rejecting poorly reconstructed 

events. The individual conservation of each 4-momentum component results in 

the following formulae: 
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E~1 IP'dsinBicos</>i = 0 Px conservation 

Ef=1 IP'dsinBisin</>i = 0 Py conservation 

Ef=1 IP'dcosBi = 0 Pz conservation 

Ef=1 Ei = Ecm E conservation 

These simultaneous equations can be represented in matrix form and solved 

using Cramer's Rule [47] which provides a systematic method for dealing with 

matrix equations involving algebraic terms. 

1 1 1 1 Ecalc 
1 Ecm 

sin81cos</>1 sin82cos</>2 sin83cos</>3 sin84cos</>4 Ecalc 
2 0 

sin81sin</>1 sin82sin</>2 sin83sin</>3 sin84sin</>4 Ecalc 
3 0 

cos81 cos82 cos83 cos84 Ecalc 
4 0 

The 4-niomenta of the jets are re-scaled to match the calculated energies and 

the clustering algorithm is re-applied to remove any events in which the minimum 

invariant mass is now below the Ycut· Events are also excluded from the sample if 

the re-scaling process produces a negative jet energy or requires a multiplicative 

factor greater than 3. This leaves 96,785 correctly reconstructed 4-jet events. 

Figure 4.19 shows the calculated energies and scale factors for jets in the data 

sample. 

To quantify the benefits of removing poorly reconstruc~ed events and cakulat-.. 
ing the jet energies Figure 4.20 shows the improvement in jet resolution obtained 

before and after the re-scaling process. The quantities shown are JE and Je de­

fined as the difference between the energy and direction of the parton and the 

energy and direction of the reconstructed jet. \Ve see an improvement in the mean 

angle between jet and parton of around 23% while the jet energy resolution im­

proves by over 50%. As a result of this the number of events in which the energy 
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Figure 4.19: In the left hand plot the calculated jet energy re-scaling factors are 

displayed. The points represent jets from all events in the data sample while 

the histogram only shows jets from events which pass the cuts. The right hand 

plot shows the calculated energy for each jet. The points represent jets in events 

which fail the cuts and the histogram shows jets in events which pass. 
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ordering of jets correctly reproduces the parton ordering increases from 37% to 

55%. This represents a significant step towards an accurate reconstruction of the 

parton level kinematics, and is an important parameter for the analysis because 

mis-ordering leads to the 'wrong' ACY value being measured for the event. 

In addition to these advances the re-clustering procedure removes all 2 and 3 

parton background from the MEMC234 sample. The performance is summarized 

in the following table, which shows figures derived from MEMC234 events but 

which also apply to the MEMC4 data. 

Parameter Value before Ecalc Value after Ecalc Change 

< 6e > 6.56° 5.05° - 23% 

< tJE > 4.93 GeV 2.28 GeV - 54% 

2,3 parton events 1.6% < 0.02% - 1.6% 

Correctly ordered 37% 55% + 18% 

# Events in sample 8301 4440 - 53% 

4.5.4 Heavy Quark Tagging 

The ACV's used in this analysis rely on being able to differentiate between the 

primary qq and secondary partons. Historically, the technique of energy ordering 

has been used to do this which exploits the tendency of the primary quarks to 

be harder than the other partons. This method fails in nearly half of all events, 

however [40). 

In order to maximize the accuracy of the measurement, this analysis selects 

jets arising from primary bb quarks via their long lifetime signature. The 4-jet 

sample selected up to this point is exposed to the tagging procedure detailed in 

Chapter 6. Events in which two jets pass the selection cuts are included as part 

of the b sample while the others go to form the udsc sample. 
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Figure 4.20: The plot on the left shows the difference between the direction of the 

reconstructed jet and the original parton before and after the re-scaling process. 

The right hand plot shows the difference in energy for each case. 

The b sample is corrected using a dedicated MEMC sample enriched in heavy 

flavour events as explained in Section 6.4. It is then combined with a matrix­

element calculation which includes quark masses to produce a measurement of 

the Colour Factors. 

The details of the MC correction for the udsc sample are given in the next 

Section. Chapter 7 explains the final step in which the corrected data is combined 

with a massless matrix element prediction to provide a second independent Colour 

Factor result. 

4.5.5 Analysis Summary 

The following table summarizes the number of events selected at each stage of 

the analysis process explained above for both the MEMC4 and data samples. 
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Analysis Stage # Events in Data % of data # Events in MEMC4 % ofMEMC4 

Hadronic Selection 3,675,851 100 % 433,792 100 % 

4-Jet Selection 192,421 5.2 % 74,051 17.1 % 

Ecalc & Recluster 96,785 2.6 % 40,403 9.3 % 

udsc sample 90,627 2.4 % 36,833 8.5 % 

b sample 6,158 0.2 % 3,570 0.8 % 

4.6 Correction Procedure 

The MEMC4 Monte-Carlo sample introduced above is used to correct the udsc 

sample for detector and hadronization effects. The method used to correct the b 

sample is explained in Chapter 6 but follows similar lines. 

The ACV's are plotted at 3 stages in the Monte-carlo: at the parton level 

described by the matrix-element (PARTON), after hadronization but before the 

detector simulation (HADRON), and after the detector simulation and event re­

construction (RECO ). The changes observed in the distributions between each 

stage are a measure of the systematic shifts caused by the hadronization process 

and imperfections of the detector. Compensation for these systematic shifts can 

be achieved by applying a multiplicative correction factor to the data derived 

from the ratio of the MC distributions before and after the hadronization and 

detector simulation processes. 

In the following all plots are derived from the MEMC4 sample and the different 

stages of analysis are defined as follows. The RECO plots have been produced from 

MC data which has been hadronized and then passed through the ALEPH detector 

simulation and exactly the same analysis chain as the data. The HADRON plots 

are derived from the same events as those passing the RECO level selection which 

also cluster to give 4-jets at hadron level. The PARTON level plots consist of 

all events in which the minimum invariant mass between any pair of partons is 

above the Ycut used in the rest of the analysis, irrespective of whether they pass 
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the other selections. 

Figure 4.21 compares some jet quantities which highlight the general effects 

of the detector and hadronization process. In Figure 4.22 we see the correction 

function for each ACV split into hadronization and detector corrections. The 

hadronization correction is defined as ACV parton/ ACV hadron and the detector cor­

rection is defined as ACV /wdron/ ACV reco. At the foot of the plot is the full cor­

rection from RECO to PARTON level as used in the final analysis. It is defined as 

ACV pal'lon/ ACV reco · 

We can see from the figures that the full correction is mostly flat and the 

detector correction is regular. The hadronization correction, however, is sensitive 

to the region where the ACV tends to 1, an effect which is also visible in the last 

bin of the full correction. For each of the variables this region of phase space 

corresponds to having two jets close in angle. The large values of the correction 

function in this area attempt to compensate for events which fail the Ycut after 

the jet broadening of the hadronization process, and are subsequently removed 

from the sample. 

The slight dip visible in the detector correction for the o:34 variable can be 

understood as follows. At the HADRON level energy mis-ordering is reduced to 

one third of its level at the RECO stage. Figure 4.23 shows the correction function 

for the energy ordering process, defined at RECO level as the ratio of ACV's from 

correctly ordered events to energy ordered events. This shows much the same 

features as the detector correction suggesting that the dominant detector effect is 

due to mis-ordering. Note that we define 'correctly ordered events' by associating 

each jet to the closest parton in angle and adopting the parton level energy 

ordering. 

In Figure 4.24 we see the effect of the full correction function on the data. 

The final ACV distributions are shown before and after the correction has been 

applied, as wel1 as the correction functions employed. The regularity of these 

functions gives us confidence that the ACV's are insensitive to the hadronization 

process and detector imperfections, and hence that the corrected distributions 

provide a reasonable description of parton processes. 
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Figure 4.21: Comparison of MEMC4 jet quantities at the parton and recon­

structed level. The top left plot displays the angle between the beam line and the 

nearest jet highlighting the losses due to non-hermeticity of the detector. The top 

right plot shows the angle between jets 1 and 3 and demonstrates that inter-jet 

angles are less sensitive to these effects. The jet energy distributions shown at 

the bottom are similarly insensitive. 



CHAPTER 4. METHOD 

0.5 ° Hadron 

o~~~~ 

0 
1.5~·-·---

0.5 1 

0.5 o Detector 

1.5 

0.5 •Full 

lcos(x8 z)1 

0.5 

o~~~~ 

0 
1.5~---

0.5 1 

0.5 

o~~~~ 

0 
1.5~---

0.5 1 

0.5 

0.5 

o~~~~ 

0 
1.5~---

1 0.5 

0.5 

0.5 1 

1 ....... 

0.5 

0.1 

0.05 

2 

1.5 

0 1 

1 t'<>'<J'0"0'~'-----1 

0.5 

o~~~~ 

-1 
1.5~---

0 1 

0.5 

0 1 

1.5 

0.5 

81 

Figure 4.22: At the top of the figure we see the RECO and PARTON level ACV's 

with the full correction function derived from the ratio of these shown at the 

bottom. All correction functions have been normalized as the overall efficiency 

is not a factor in this analysis. The middle plots show the correction functions 

derived from the MEMC4 sample for each ACY divided into hadronization and 

detector components. 
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Figure 4.23: Correction functions for the problem of energy ordering failing to 

assign the jets to their parent partons correctly. The plots shown have been 

derived at the RECO level as the ratio of (correctly ordered events)/ (energy or­

dered events). 
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Figure 4.24: The udsc data sample before and after the full correction function 

from REGO to PARTON level has been applied. The error bars shmvn combine the 

statistical uncertainties of the MEMC4 and data samples. The lower plots show 

the multiplicative correction function. 



Chapter 5 

Jet Clustering 

This Chapter discusses how to obtain parton level information from hadron jets. 

It covers the selection of a jet clustering algorithm and the Monte Carlo studies 

used to compare a range of alternative strategies. The final Sections quantify the 

performance of the chosen algorithm. 

5 .1 Associating Partons with Jets 

A key element in the analysis presented here is the ability to reconstruct the 

direction and energy of partons from the hadron jets they produce. This one­

to-one association is necessary because theoretical predictions are expressed in 

terms of partons rather than the collimated streams of hadrons we observe in the 

detector. The process of obtaining this information experimentally has two steps: 

measuring jet distributions in data, and correcting them for hadronization and 

detector effects to produce parton level information. 

The technique used here to reconstruct jets is the clustering algorithm, which 

can be thought of as an attempt to run the successive branchings of the parton 

shower in reverse. There are several variants which share the common structure 

of finding some distance Yij between all tracks in an event and combining the pair 

with the lowest value into a composite cluster. The procedure is iterated until 

the smallest distance left in the event exceeds a prescribed value, at which point 

the remaining clusters are considered to be jets. The possible variations include 

83 
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different clustering techniques which decide whether a pair of clusters should be 

merged, and different combining schemes which decide how to join them. 

5.2 Jet Clustering Algorithms 

This analysis employs the DURHAM metric for calculating the distance between 

tracks i & j with a minimum value of Yii > Ycut = 0.01. When joining two tracks 

to form one composite cluster the 'E' scheme is employed to calculate the nevv 

4-momentum as detailed below. 

This choice is justified in the following Section where the MEMC234 sample is 

used to compare how well various schemes pick out 4-jet events which come from 

4 partons at the expense of 4-jet events from 2 or 3 partons. The sensitivity of 

the algorithm to hadronization and detector effects provides a second measure of 

performance through the accuracy with which the parton energy and direction 

are reproduced. 

The Yii distance measure is defined below for the DURHAM scheme as well 

as for an alternative known as the JADE algorithm which calculates the sea.led 

invariant mass between tracks [48]. 

DURHAM 
2rnin(E[ ,E~) (1-cosOij) 

Yii = E2. 
V<S 

JADE 
2EiE· (1-cosO; ·) 

Y .. - J J 
tJ - E2. 

vis 

In the above expressions Ei is the energy of particle i, ()ij is the angle between 

particle i and j, and Evis refers to the total energy of all particles in the event. 

A third technique, known as the PTCLUS scheme mixes two distance measures 

[49]. In an initial stage the hardest particle in the event is used as a jet initiator 

to which particles are assigned if their Pf. is below 0.15 (GeV /c) 2
. The hardest 

particle which fails the Pr cut then initiates a new jet and the process is repeated. 

Once all particles have been assigned in this way the clusters are merged with the 

JADE scheme and then in a final step all particles are re-assigned to the nearest jet 

in P1'- The following comparisons use a variant of the standard PTCLUS method 
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which uses the DURHAM scheme in the clustering step. Note that the Pr cutoff 

is fixed and that the main variability in the scheme comes from the choice of Ycut 

used. 

The 'E' combining scheme performs a straightforward summing of the com­

ponents of the 4-vector, but there are other options for this process. The 'EO' 

and 'P' schemes calculate the new cluster 4-vector so as to form massless jets. 

The combining process has less influence on the jet structure and subsequently 

the choice of combination scheme is less critical than the clustering method. 

I Combining Scheme I Algorithm 

_,. _,. + -+ 
Pnew =Pi Pi 

E SCHEME 

Enew = Ei + Ei 

_,. _,.+_,. 
Pnew =Pi Pi 

P SCHEME 

Enew = IPnew I 

__. Enew ( __. + __.) 
EO SCHEME 

Pnew = lvi+vj I Pi Pi 

Enew = Ei + Ei 

Note that the different definitions of Yij lead to the numerical y values of the 

schemes being incompatible. This fact is highlighted in Figure 5.1 which shows 

the different 4-jet rates measured in the data with the three schemes as a function 

of their respective Ycut values. 

5.3 Optimizing the Algorithm 

Having introduced the clustering schemes we now proceed with the evaluation 

process. One of the main problems involves 2 and 3 parton events which are re­

constructed at detector level as containing 4-jets. The initial comparison criteria 

will be the efficiency with which the algorithm selects 4-jet events originating 

from 4 partons, and the purity of the 4-jet sample with respect to 2 and 3 parton 
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Figure 5.1: The left hand plot shows the 4-jet rate observed in data as a function 

of Ycut for the DURHAM, JADE and PTCLUS clustering algorithms. All of the 

distributions are derived using the 'E' combining scheme and are made at the 

RECO level. The right hand plot compares the DURHAM 4-jet rate in data and 

the MEMC234 sample. 
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Figure 5.2: The 4 parton selection efficiency for each algorithm, defined as the 

number of 4 parton 4-jet events divided by the total number of 4 parton events 

at this Ycut· 

contamination. It should be noted that the information derived from this com-

parison is also used to select the best value of the Ycut parameter for the chosen 

scheme. All plots in the remainder of the Section are derived from the MEMC234 

sample and show the effect of the jet finding before the energy calculation and 

re-clustering scheme. 

Figure 5.2 shows the 4 parton selection efficiency defined as the number of 4 

parton 4-jet events found at a given Ycut divided by the total number of 4 parton 

events at this Ycut· 

In Figure 5.3 we compare the signal to background ratios for each clustering 

scheme defined as the ratio of 4-parton 4-jet events (signal) to 2 and 3 parton 

4-jet events (background). Note that these plots display the information more 

accessibly than the conventional purity measure because in this case the purity 

tends to unity for all algorithms. 

Combining the information presented in the previous three Figures we can 
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Figure 5.3: The 4-jet signal to background ratio for each clustering scheme as a 

function of Ycut· The plots show the ratio of 4-parton 4-jet events (signal) to 2 

and 3 parton 4-jet events (background). 



CHAPTER 5. JET CLUSTERING 89 

choose the best Ycut for each algorithm and thus make a comparison of each 

scheme. A balance must be struck between statistics which favours low Ywt 

values and the purity of the sample from 2 and 3 parton contamination which 

favours high values. 

Looking initially at the DURHAM algorithm we see that the lowest Ycut value 

which reaches an acceptable level of purity is 0.01, which combines a signal to 

background ratio of 65 with good statistics. To compare this performance with 

JADE in a fair way we must look at a Ycut value around 0.027 in order to have the 

same number of 4-jet events. To compare PTCLUS we use the same Ycut value of 

0.01 as it is based on the DURHAM algorithm. At these points JADE has a signal 

to background ratio of 55 while PTCLUS has a ratio of 54. 

In addition to the 2 and 3 parton background we also compare the performance 

of the algorithms in terms of how well the characteristics of the parton initiator 

of the jet are reproduced. The relevant parameters are the difference in angle 

between the jet and parton (be) and the difference in energy ( bE) as introduced 

in the previous Chapter. 

In Figure 5.4 we compare the clustering algorithms in terms of be and bE. The 

following table summarizes the performance of each through the mean va.lue of 

the distribution, and the quoted errors are statistical only. In the DURHAM and 

PTCLUS plots a Ycut value of 0.01 is used, and in the JADE plots the equivalent 

value of 0.027 is used. 

Clustering Algorithm < be > (degrees) < bE >(GeV) 

DURHAM 6.31 ± 0.05 4.69 ± 0.04 

JADE 7.67 ± 0.05 4.81±0.04 

PTCLUS 6.11±0.05 4.61±0.03 

These figures show a definite improvement in the angular resolution of the 

DURHAM algorithm, which when combined with the increased background rejec­

tion detailed above confirms our choice of DURHAM with a Ywt of 0.01 as the best 

clustering algorithm in this environment. 
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Figure 5.4: Comparison of angular and energy resolutions achieved with the 

DURHAM, JADE and PTCLUS clustering techniques. 
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Now we turn to the choice of combining algorithm. In Figure 5.5 we apply 

the same parton reconstruction quality test to the E P and EO schemes. The 

plots are made using the DURHAM algorithm with a Ywt of 0.01. The mean of 

each distribution is displayed in the following table. 

Combining Algorithm < 60 > (degrees) < JE >(GeV) 

E 6.31±0.05 4.69 ± 0.04 

p 6.04 ± 0.05 4.83 ± 0.04 

EO 6.44 ± 0.05 4.73 ± 0.04 

From the above we can see that the choice of combining algorithm does not 

influence the quality of jet reconstruction significantly. Note that in making 

this choice we must consider the issue of jet masses in light of the fact that the 

energy calculation procedure assumes all jets to be massless. Also the b sample 

would naturally contain jets of larger mass than the udsc sample. However when 

we compare massive and massless jets constructed with the E and EO schemes 

both in terms of the total efficiency of the energy calculation procedure and of 

the efficiency for b events, no difference is found between the two approaches. 

Having failed to differentiate between the performance of the three methods, the 

E scheme was chosen for its simplicity. 

In addition to the choice of jet finder an attempt was made to improve the 

accuracy of jet reconstruction by applying a range of further cuts after the energy 

calculation scheme. These included a restriction on the angle of the event Thrust­

axis1 so as to be well contained in the detector, a cut on how close a jet could be 

to the beam line, a minimumjet energy and a minimumjet multiplicity. However, 

these measures proved not to be effective in improving the reconstruction quality. 

As a result the reduction in statistics could not be justified and the cuts were 

1The Thrust-axis is calculated for an event by picking the direction for which the sum of the 

projections of all particle momenta is maximized. The value of the Thrust variable is given by 

the sum of the projections along this axis divided by the sum of all particle momenta. 
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Figure 5.5: Comparison of angular and energy resolutions achieved with the E, 

P and EO combining techniques. 
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abandoned in favour of a more elegant analysis structure including only clustering 

and jet energy calculation. 

5.4 Reconstruction Performance 

This Section investigates the performance of the chosen DURHAM jet finding al­

gorithm in reproducing the parton level kinematics of the event. It contains 

systematic checks to ensure that hadronization and detector effects do not intro­

duce a bias in any region of jet angle or energy. Each Section quotes the resolution 

attained on parton characteristics and the ACY accuracy which these imply are 

calculated at the end of the Chapter. Note that all plots display the combined 

effect of the clustering algorithm and the energy calculation scheme introduced 

in Section 4.5.3. 

5.4.1 Angular Resolution 

The variation of the angular resolution of the jet as a function of its position in 

the detector is investigated in Figure 5.6 which shows 6e as a function of the jet 

angle to the beam line. Recall that the angular resolution 6e is defined as the 

difference in angle between the jet and its parton initiator. One would expect 

jets close to the beam line to be poorly reconstructed and suffer from degraded 

angular resolution, but the smoothness of the plot above the acceptance cutoff 

confirms that this effect is not important. This regular response is an artefact 

of the the energy calculation scheme which tends to remove poorly reconstructed 

events. 

The reconstruction quality of jets as a function of their energy is examined 

in Figure 5.7 which shows that low energy jets tend to suffer from poor angular 

resolution. The detector seems to have little influence on this phenomenon as can 

be seen frorn the similarity of the RECO and HADRON level plots. The effect is due 

to the tendency for low energy jets to arise from secondary parton production, 

which is mainly due to gluon rather than quark initiators. The hadronization of 

gluon jets has been shown to be considerably less collimated than quark jets of 
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Figure 5.6: Contour plot of the jet angular resolution ( oo) as a function of the 

angle of the j~t to the beam line. The lines show the height of the plot at that 

point. The left hand plot includes both hadronization and detector effects (RECO 

level) while the right hand plot includes only hadronization effects (HADRON 

level). 

similar energy [50] leading to diffuse jets with less well defined directions and a 

greater probability of particles being included in the wrong jet. 

When we integrate over the energy and angular dependence of the above dis­

tributions we obtain the result that the average resolution on the parton direction 

is < oo >= 5.05° ± 0.01° (statistical error only). This spread is mainly due to the 

hadronization process ( 4. 7°). 

5.4.2 Energy Resolution 

The quality of the jet energy reconstruction is investigated in Figure 5.8 which 

shows OE as a function of the jet angle to the beam line .. Recall that the energy 

resolution OE is defined as the difference between the energy of the jet and its 

parton initiator. The smooth variation above the cutoff introduced by the accep-
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Figure 5. 7: Contour plot of the jet angular resolution ( oe) as a function of the 

jet energy. The lines show the height of the plot at that point. The left hand 

plot includes both hadronization and detector effects (RECO level) while the right 

hand plot includes only hadronization effects (HADRON level). 
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Figure 5.8: Contour plot of the resolution on the jet energy ( o E) as a function of 

the angle of the jet to the beam line. The lines show the height of the plot at that 

point. The left hand plot includes both hadronization and detector effects (RECO 

level) while the right hand plot includes only hadronization effects (HADRON 

level). 

tance limit again confirms that the analysis is insensitive to poorly reconstructed 

jets in this region. 

Figure 5.9 shows that the energy resolution of low energy jets is degraded 

in the same way a.s the angular resolution. This is an artefact of the increased 

width of gluon jets which dominate the low energy region. This width leads to 

an mcrease in particle to jet mis-assignment which results in poor jet energy 

resolution. 

When the energy and angular dependence of the above distributions are inte­

grated out the average resolution on the parton energy is found to be < OE > = 

2.28 ±0.01 GeV (statistical error only). This comes primarily from the hadroniza­

tion process (1.52 GeV). 
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5.4.3 ACV Resolution 

In this Section we conclude the discussion of jet techniques by extracting the 

accuracy with which we can measure each ACY from the angular and energy 

resolutions quoted above. The results obtained are given in the following table. 

I ACY I % error I J,,, I Av. Bin Width I 

XBZ 5.7% 5.1° go 

XI<SW 5.7% 5.1° go 

ONR 11.5% 10.40 go 

0'.34 4.0% 7.2° 18° 

The fact that the resolutions obtained for the ACV's are less than or compa­

rable to the bin width used to plot the variables is significant. It encourages the 

belief that transitions between bins as a result of the hadronization process and 

detector effects will be small. This fact justifies the use of a multiplicative correc­

tion function rather than a matrix which would track any inter-bin movement. 

In conclusion we have justified the choice of clustering technique and shown 

the analysis procedure to be free from any large systematic biases in a region of 

jet energy or area of the detector. The few percent resolution achieved on the 

characteristics of the original parton give us confidence that the procedure used 

is particularly insensitive to hadronization effects, and that any shortcomings of 

the detector have negligible impact. 



Chapter 6 

Heavy Quark Tagging 

This Chapter introduces the techniques used to identify b quark jets in 4-jet 

events. The motivation for this method and the way in which it complements the 

rest of the analysis have been discussed in Chapter 4. The tagging procedure is 

explained in the next Section which is followed by a comparison of the appearance 

in data and Monte-Carlo of variables relevant to the analysis. The Chapter 

concludes with a statement of the correction method applied to the data. 

6.1 Lifetime Tagging 

Lifetime tagging is used to overcome the problem of failing to pick out primary 

quark jets with the energy-ordering technique and thus mis-measuring variables. 

It exploits the relatively long 1.5 picosecond lifetime of b hadrons [51] which 

results in flight lengths of a.round 2mm before decay. The displaced decay vertices 

a.re measurable with the vertex tracking detector introduced in Chapter 2 which, 

when combined with the other tracking detectors, achieves an impact-para.meter 

resolution of 25µm for a. well-defined track. 

Two lifetime ta.gs a.re in use within the ALEPH Collaboration. One employs 

the impact-parameter information of ea.ch charged track directly, while the other 

searches for groupings of tracks which do not originate from the ma.in interac­

tion point, known as secondary decay vertices. The remainder of this Section 

introduces the principles upon which the two methods rely. 

99 
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Figure 6.1: The definition of the impact-parameter used in identifying tracks from 

displaced decay vertices. The linearized track extrapolates the direction of the 

track at its point of closest approach to the jet toward the primary vertex. The 

distance of closest approach of this extrapolation to the primary vertex defines 

the impact-parameter. 
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Figure 6.2: The distribution of the probability that an event contains no lifetime 

for b events (left hand plot) and udsc events (right hand plot). Each distribution 

has been normalized to unit area. 

The impact-parameter is defined as the distance of closest approach between 

a track and the primary interaction point as shown in Figure 6.1. The impact­

parameter is signed +ve (-ve) depending on whether the point of closest approach 

of the track and jet are in the same (opposite) hemisphere as the jet. 

In order to have an even handed treatment of well and poorly measured tracks 

the QIPBTAG routine (53] deals with the 'significance' of tracks, defined as their 

signed impact-parameter divided by the error on this quantity. In the absence of 

lifetime the tracks would be evenly distributed around the interaction point, and 

indeed this is what we observe for uds events which have a symmetric distribution 

of positive and negative significance values. Assuming that any enhancements of 

positive significance compared to the negative distribution are due to lifetime 

effects we can derive a probability that a track originated from the primary ver­

tex. This probability has been combined for all tracks in the event to produce a 

probability that the event contains no lifetime. 

In Figure 6.2 we see the probability that an event contains no lifetime for 

4-jet b and udsc events in the MEMC234 sample. The enhancement at zero for b 

events is clearly visible, while the udsc plot is mainly flat. 

The QVSRCH routine (54] looks in a jet for secondary vertices. It scans the 
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coordinate space near the interaction point calculating the change in the track 

fit x2 obtained by assigning tracks to either the primary, or the primary plus 

a candidate secondary vertex at each point. The position which produces the 

greatest reduction in the x2 is chosen as the origin of the new vertex and tracks 

are then assigned depending on whether they have a lower impact-parameter 

relative to the primary or the new secondary vertex. This method is based on 

the same impact-parameter information as the QIPBTAG routine but employs it 

in a way which exploits the distinctive grouping of b tracks in displaced vertices. 

6.2 The Combined Tag 

In order to maximize the purity and efficiency with which b jets are selected a 

tag was developed which combines lifetime and jet energy information in a novel 

way. The energy of each jet is incorporated in the tag because of the tendency for 

primary b quarks to be harder than secondary partons as shown in Figure 6.3. 

A high Pr lepton tag was not used as the 20% semi-leptonic branching ratio of b 

decays [52] would limit the double tag efficiency to 4%. 

The tag proceeds in two steps. An initial exclusion of udsc events is made 

by cutting on the probability that an event contains no lifetime derived from 

the QIPBTAG routine. Events which do show significant lifetime are processed 

by the QVSRCH routine which finds a secondary vertex in each jet and returns 

a significance for the new vertex calculated as the distance from the primary 

vertex divided by the error on this quantity. The vertex significance is plotted 

as a function of jet energy to form a two-dimensional variable on which a cut is 

made. The analysis requires two jets to pass this cut in order for the event to be 

included in the b sample. All remaining events form the udsc sample. 

Figure 6.4 shows the two-dimensional variable for b and udsc events. The 

ratio of the two plots is shown in Figure 6.5 in which the signal to background 

values peak at high jet energy and vertex significance. A cut line is drawn in this 

plane above which jets are considered to come from b quark initiators. 
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Figure 6.3: The energy distribution of primary b jets and secondary quark and 

gluon jets at parton level. Both plots have been normalized to unit area. 
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Figure 6.4: The two-dimensional plot of jet energy as a function of vertex signif­

icance for b and udsc events. 
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Figure 6.5: The ratio of b and udsc events in the jet energy / significance plane. 

The line in the right hand version of the plot represents the cut used in the final 

analysis. 
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6.3 Tag Optimization 

Having introduced the two-step tag we proceed to the optimization of the three 

variables it employs: the QIPBTAG event cut, the gradient of the cut line in the 

jet energy / significance plane and the intercept of the cut line. Note that b 

tagging in the 4-jet environment is more demanding than the conventional case 

because jets tend to be less well separated and a double tag is required. The 

lifetime signal is also reduced due to the lower jet energy producing b hadrons 

with a smaller boost and less significant vertices. 

The following tag performance results are derived using the MEMC4 sample. 

The cuts were optimized by varying all three parameters and selecting the best 

combination in terms of double tag purity and efficiency and minimal contami­

nation from udsc events. 

We begin by focussing on the performance of the event cut in removing udsc 

events, ignoring for the moment the double tag performance. Figure 6.6 displays 

the results obtained in terms of the purity and efficiency with which the cut 

selects b events from the 5 flavour MEMC4 sample. The final analysis uses an 

event cut value of 0.02 which combines an efficiency of 56% with a purity of 78%. 

This point was selected by considering the double tag performance as well as the 

udsc contamination as explained below. 

The optimization of the three parameters was performed by holding the QIPB­

TAG event cut fixed while the intercept and gradient of the vertex significance / 

jet energy cut line scanned a range of values. The process was then repeated at 

a variety of event cut values. In calculating purities and efficiencies a b event in 

which fewer than 2 b jets are correctly identified counts as a failed tag, and the 

rare case of bbbb events is ignored as they form less than 0.02% of the MC sample. 

The upper plots in Figure 6. 7 show the performance of the combined tag for 

a fixed event cut and a range of intercept and gradient values. The lower plots 

show straight line fits to the same data which help to quantify the performance of 

each event cut value. Figure 6.8 shows straight line fits to the purity vs. efficiency 

plot for several event cut values. This information was used to select the event 
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Figure 6.6: The performance of the QIPBTAG event cut. The left hand plot shows 

the purity and the centre plot the efficiency with which the cut selects b events 

from the 5 flavour MEMC4 sample. The right hand plot shows the efficiency as 

a function of purity. The circles denote the point used in the final analysis. 

cut value of 0.02 used in the final analysis as it provides the best performance. 

The intercept and gradient values used in the final analysis of 45 and -5. 7 

respectively were chosen so as to maximize the efficiency of the tag while main­

taining a meaningful tag purity. The final values of purity, efficiency and udsc 

contamination are shown in the following table where the errors quoted are sta­

tistical only. 

purity efficiency udsc contamination 

158.4 ± 1.3% 121.4 ± 0.5% 1 12.0 ± 1.6% 

6.4 Monte Carlo Studies 

For the purpose of correcting the b sample a dedicated set of Monte-Carlo events 

was generated in order to improve the statistical coverage of b events provided by 

the MEMC4 sample. This was achieved by combining 249,822 4-parton MEMC 
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Figure 6.7: The purity, efficiency and udsc contamination performance of the 

combined tag for an event cut of 0.02 and a range of cut line gradient and intercept 

values. The intercept and gradient axis is marked in arbitrary units. 
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Figure 6.8: The straight line fits to the double tag purity as a function of efficiency 

for a range of event cut values. 
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events which all have bb primary quarks with a set of udsc events from the MEMC4 

sample which were included in the correct proportion to reproduce the measured 

12% contamination. 

The bb events were subject to exactly the same selection criteria as the data 

b sample. However the QIPBTAG event cut was turned off for the udsc events 

in order to provide a sufficient number of background events without having to 

generate another large Monte-Carlo sample. The following table displays the 

details of this new MEMCb sample as it will be referred to. 

MEMCb Sample 

Total No. bb events 249,822 

No. double tagged bb events 8263 

No. double tagged udsc events 1127 

Total No. double tagged events 9390 

In the remainder of this Section we compare the appearance of variables 

relevant to the tagged analysis in data (b sample) and Monte-Carlo (MEM Cb 

sarnple). The good agreement displayed in Figure 6.9 gives us confidence that 

inter-jet angles and jet energies in the b sample are reasonably well modelled by 

the Monte-Carlo. The overall shape of the event is measured in the plots shown 

in Figure 6.10 where again we see a reasonable agreement between the two sam­

ples. The finer details of the jet development also seem to be reproduced by the 

Monte-Carlo, as can be seen in Figure 6.11. 

In Figure 6.12 we see that the impact-parameter and QIPBTAG probabilities 

agree well in the data and Monte-Carlo, while Figure 6.13 displays a slightly 

poorer agreement for the vertex significance which shows a tendency towards 

more separated vertices in the MC. This is thought to be caused by an under­

estimation of quantities which degrade the tracking quality leading to a smaller 

error on tracks and hence vertices in the MC. This leads to a slightly different b 

selection rate from the total 4-jet sample of 6.4 ± 0.1 % in the data compared with 
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Figure 6.10: The event shape variables introduced in Section 4.4.2 for the data. b 

sample and the MEMCb sample. 

the 8.8±0.2% in the Monte-Carlo (statistical errors only). This is not considered 

to be a. major problem as the analysis takes no account of the number of events 

in the sample. Also, the final Colour Factor measurement has been shown to be 

insensitive to the purity of the b sample as explained in Chapter 7. 

We conclude the Section by displaying the ACV's measured in ea.ch sample. 

In these plots the variables have been plotted in 'tag' order with the b jets in 

position one and two, the secondary jets in position three and four, and with 

ea.ch pair energy ordered. The close agreement shown in Figure 6.14 gives us 

confidence that the analysis is insensitive to any discrepancy between the data. 

and Monte-Carlo. 

6.5 Correction Procedure 

The MEMCb sample introduced above is used to correct the data following the 

procedure set out in Section 4.6. The principle of applying a multiplicative cor-
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Figure 6.13: The QVSRCH vertex significance in data and Monte-Carlo (MEMC4 ). 

The centre plot shows the the distance of the vertex from the interaction point 

and the right hand plot shows the error on this quantity. 
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rection factor to compensate for the effects of the detector and hadronization and 

thus obtain distributions which reflect PARTON level ACV's is unchanged. 

Figure 6.15 shows the MEMCb derivation of the correction function. It has 

been divided into two elements, the first of which shows the effect of tagging the 

wrong jet. This is a large effect as only 58% of b events are free of mis-tags, 

and highlights the fact that we require the MC correction to work harder for us 

here than in the udsc sample. The second element is the combined effect of the 

detector and hadronization assuming perfect tagging. This second distribution 

shows much the same form as the combined correction function derived for the 

udsc sample. At the foot of the plot the two elements are combined to produce 

the final correction function which we see applied to the data in Figure 6.16. The 

reasonable regularity of this final correction function gives us confidence that the 

ACV's are fairly insensitive to the effects of mis-tagging, hadronization and the 

detector, and that the corrected distributions give a reasonable description of 

parton level processes. 
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Chapter 7 

Results 

This Chapter introduces the fitting techniques used to obtain Colour Factor values 

from measured ACV distributions and then shows the results obtained from the 

b and udsc data samples. In the final Section a full error analysis is presented 

which covers statistical, theoretical and systematic effects. 

7 .1 Fitting Procedure 

The principle of extracting Colour Factor values from angular distributions was 

introduced in Section 4.1. The first step is to separate the contribution of the three 

processes to the 4-jet cross-section in an 0( a;) QCD matrix element calculation. 

This facilitates the generation of ACV distributions divided into three components, 

each multiplied by a ratio of Colour Factors. Finally we perform a minimum x2 

fit of these components to the corrected data with the Colour Factors as free 

parameters. The fit takes into account the correlations between the ACV's as 

explained in Section 7.1.2. The fit was performed using a minimization program 

[55]. 

7.Ll QCD Matrix Element Calculations 

Using a program originally written by Paulo Nason which combines a random­

number generator with an 0( a;) matrix element calculation [41] we can obtain 

119 
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simulated 3 and 4 parton configurations with weights corresponding to their prob­

ability as predicted by 2nd order QCD. For 4 parton events, this weight has been 

separated into contributions proportional to Colour Factor expressions. These 

weights provide the a, j3 and I terms shown below, where y denotes some general 

variable. 

1 do-

<Ttot dy 

In practice we select 4 parton configurations and for each event which passes 

the minimum Ycut used in the main analysis we calculate the corresponding ACY 

value. We then plot the weight of the event as a function of the ACY value for 

each of the three a, j3 and I terms. This gives us predictions for the ACY's correct 

to 2nd order in QCD which explicitly show the contribution of each Colour Factor. 

In Figure 7 .1 we see an example of this separation for the a 34 variable, together 

with the recombination of the three terms assuming the QCD values of the Colour 

Factors. 

The above technique, which will be referred to as the Ellis, Ross and Terrano 

or ERT calculation was repeated using another set of 0( a;) matrix element cal­

culations which include quark masses [42), hereafter referred to as the massive 

matrix element or MME calculation. A program was provided which generated 

parton configurations and weights as before. The separation into the a, j3 and I 

contributions was performed with advice from one of the authors, Ezio Maina. It 

has been shown that the new program reproduces the results of the ERT calcu­

lation in detail for the case of massless quarks. 

The MME calculation was used in the fit for the b sample because the b quark 

mass has a large influence on the shape of the ACY distributions and cannot be 

neglected. Figure 7.2 shows a comparison of the MME and ERT predictions for 

the bbqq contribution to the XBZ variable (!(XBZ)). In the plot there are differ­

ences introduced by the b quark mass which is ignored in the ERT calculation. 
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Figure 7.1: The contribution to o:34 from the o:,/3 and I terms, together with the 

QCD combination. Each plot has been individually normalized to unit area. 

The MME result assumes all events arise from an initial bb pair and are 'tag' or­

dered with the primary quarks in position 1 and 2, as is the case for the MEMCb 

sample at PARTON level. It uses ab quark mass of 5 GeV, a c quark mass of 1.5 

GeV, and has all other quark masses set to zero. 

Mass effects were assumed to be negligible for the light quark udsc sample 

which uses the ERT result. As a check of the validity of this assumption the 

MME routine was used to create a test sample of events in which a c quark mass 

of 1.5 GeV was included in the calculation. Figure 7.3 shows a comparison of 

this calculation with the ERT result for the I contribution to the XBZ variable. 

It can be seen from the plot that the c quark mass has negligible impact. 

7.1.2 Correlations 

In this Section we consider how to deal with correlations between bins in a one 

dimensional fit. The problem can be summarized as follows. In the case where 

two bins are completely correlated they contain exactly the same information. In 
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Figure 7.2: A demonstration of the impact of quark masses in the 4 quark (I) 
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MME schemes. 

a normal fit this information would enter the x2 once for each bin and so receive 

double the correct weight. 

In order to solve this problem the fit used here accounts for correlations be­

tween ACV's by de-weighting the contribution of correlated bins in the x2 and 

thus avoids double counting. It achieves this by calculating the covariance be­

tween all bins as explained below. For the purpose of performing the fit the four 

ACV's are concatenated together into a single long 1-dimensional vector as shown 

in Figure 7.4. Each ACV has been plotted with 10 bins, giving the composite 

vector a total of 40 bins. 
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At the time of analysis 2-dimensional plots of the correlation between each 

pair of ACV's were recorded in the data and Monte-Carlo samples. This allows 

the covariance matrix for each pair to be constructed, following the definition of 

the covariance of two variables [56]. 

1 
cov(x, Y)ij = N 2;: 2;: [/(x, Y)ij XiYj] - µxµy 

i J 

In the above equation the x and y variables represent any pair of (different) 

ACV's. The cov( x, y )ij symbol denotes the ( i, j) entry in the covariance matrix, 

f ( x, y )ij is the ( i, j) entry in the 2-dimensional histogram of x and y, N is the 

total number of entries in the histogram, Xi, Yj are the variable values at position 

( i, j) and µx, µy are the means of the two variables. 

The 2-dimensional plots were constructed separately for the udsc and b sam­

ples, and corrected using the relevant MEMC sample for detector and hadroniza­

tion effects. Following the method outlined in Chapter 4 a multiplicative cor­

rection function was constructed from the ratio of the RECO and PARTON level 

MEMC distributions. This was applied to the data before construction of the 

covariance matrix. In Figure 7.5 we see an example of the 2-dimensional matrix 

for XBZ and XI<SW· 

Having obtained the 2-dimensional f ( x, y) matrix for each pair of variables 

we then calculate the covariance between each bin as given in the formula above. 

The six ACV pairs are then concatenated together into one 40 x 40 entry matrix 

containing all the correlation terms from the 4 ACV's. The diagonal entries were 

obtained assuming that each ACV is uncorrelated with itself. This is equivalent 

to ignoring inter-bin transitions as discussed in Section 5.4.3. The resulting ACV 

covariance matrix as it will be referred to is displayed, together with its inverse 

obtained using a numerical algorithm, in Figure 7.6. 

To complete the discussion of correlations between ACV's we present the x2 

used in the fit. For each bin in the I-dimensional ACV vector the fit constructs a 

contribution weighted by the relevant row in the cov- 1 matrix, such that the total 
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weight for each bin is one, and all correlations are accounted for. It also explic­

itly includes the combined statistical uncertainty of the data and Monte-Carlo 

correction function ( e1Tori) as no error information is included in the covariance 

matrix. 

In the above expression the bi vector represents the difference between the ith 

bin of the long ACY data vector ( datai) and the ith bin of the linear combination 

of the three components of the theory prediction ( theoryi), i.e. 

datai - theoTyi 

the OT Yi 

where the A,B,C are the free parameters in the fit. 

7.2 Fit Results 

\Ve now present the result of the udsc sample fit. In Figure 7. 7 we see the 

corrected data distribution together with the fitted function. The result obtained 

is shown below where the quoted errors are statistical in nature. 

~ = 2.286 ± 0.129 !!; = 1.393 ± 0.309 

The x2 value of 59.84 for 37 degrees of freedom gives confidence that the 

result is stable and the theory predictions provide a reasonable description of 

the data. The fitted value in bin 20 is significantly lower than the data. The 

Monte-Carlo correction for this bin shown in Figure 4.22 approaches 30% and 

the discrepancy is subsequently considered an artefact of some limitation in the 

Monte-Carlo modelling of the hadronization process. The correlation coefficient 

between the two quantities is shown below. 
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Figure 7.7: The result of the udsc sample fit. The top plot shows the data 

vector after all corrections have been applied. The boxes indicate the size of the 

statistical error while the dots show the fit. The bottom left plots shows the fit 

residuals in units of significance = (data - fit)/ error. The bottom right plots show 

the three theory distributions a, f3, I· 
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The b sample fit is shown in Figure 7.8. The result obtained is shown below. 

~ = 2.298 ± 0.091 '-&;: = 2.347 ± 0.913 

In this fit we have a x2 value of 41.80 for 37 degrees of freedom. The correlation 

coefficient between the two quantities is p(~, '-&;) = -0.338. 

The two fits above arise from statistically independent samples and can be 

combined to produce the weighted average shown below where the errors are 

again statistical. 

C' ~ = 2.294 ± 0.07 4 '-&;: = 1.491 ± 0.293 

Figure 7.9 shows the results displayed on the ~cc , !:..RcT_ plane. 
F F 

7 .3 Error Analysis 

The accuracy of the Colour Factor measurement is limited by two factors: the 

number of events in the sample and the shortcomings of the method used to 

extract Colour Factor values. The aim of this Section is to assess the contribution 

of each to the final error. 

7.3.1 Statistical Errors 

The statistical uncertainty is obtained from the fitting routine [55]. It is related 

to the steepness of the minimum found by the minimization algorithm which is 

in turn related to the statistical accuracy of the input sample. This is given by 

the sum in quadrature of the bin by bin statistical errors on the data and Monte­

Carlo samples. The errors produced by the fit were checked in the region around 

the minima and found in all cases to be symmetric. The limited Monte-Carlo 

statistics give a small but significant contribution to the udsc sample error. How­

ever when we consider the impact of systematic uncertainties the improvement in 

the overall accuracy obtained by removing this contribution would be negligible. 
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Figure 7.8: The result of the b sample fit. The top plot shows the data vector after 

all corrections have been applied. The boxes indicate the size of the statistical 

error while the dots show the fit. The bottom left plots shows the fit residuals in 

units of significance= (data - fit)/error. The bottom right plots show the three 

theory distributions a,/3,;. 
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The combined result is also shown. The ellipses represent 1 a statistical errors. 
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7.3.2 Theoretical Errors 

Theoretical predictions enter the fit through the a, /3 and I functions used to 

construct the theory vector. They could degrade the accuracy of the final result 

in two ways. They could contain insufficient statistics and thus lead to some 

blurring of the contribution from each event type, or they could fail to describe 

the data correctly. The two cases are discussed below. 

Matrix Element Predictions 

The statistical error from the matrix element predictions is considered to be 

negligible as they are derived from samples of considerably larger size than the 

data. The massless result used in the udsc fit is derived from a sample of 50 million 

events which exceeds the data sample by a factor of more than ten. The massive 

quark result used in the b fit is derived from a 10 million event sample which is 

larger than the data sample by a similar factor. This allows any contribution to 

the error on the final result from this source to be ignored. 

The possibility that the matrix element predictions contain some calculation 

error is discounted by the fact that the ERT and MME predictions have been 

shown to agree exactly in the case of massless quarks as discussed in Section 7 .1.1. 

Higher Order Effects 

The analysis carried out here is based on QCD predictions correct to O(a;). The 

influence of higher order terms in the perturbative expansion beyond this point 

could in principle alter the shape of the a, f3 and I distributions and so change 

the Colour Factor values obtained. 

It is possible to get a feel for the possible influence of unknown 0( a;) terms 

by comparing the change observed in going from 0( as) to 0( a;) in the three jet 

region. The 3 jet rate is known to experience a correction of up to 50% due to 

next-to-leading order terms, but the jet structure of these events does not vary 

significantly. Figure 7.10 displays the event-shape variable Thrust which was 

defined in Section 5.3 and is sensitive to the shape of two and three jet events. It 
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Figure 7.10: A comparison of the 1st and 2nd order predictions for the event-shape 

variable Thrust from the ERT matrix element calculation. Both distributions 

have been normalized to unit area. 

demonstrates that significant deviations in the shape of the distribution do not 

occur when going from leading to next-to-leading order. 

As this analysis is insensitive to the overall four jet rate it is hoped that the 

influence of next-to-leading order terms on the shape of the event as measured 

by the ACV's would again be small. In order to test this assumption we must 

await the results of 0( a~) matrix element calculations. A full third order result 

is not yet available but a preliminary version which neglects terms suppressed by 

a factor -;vi- has recently been produced [57]. The suggestion that the ACV's 
fun 

used here are insensitive to these effects seems to be confirmed by the first results 

from this calculation [58] which show significant deviations in the four jet rate 

but little change in the shape of the ACV's. 
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7 .3.3 Systematic Errors 

The specific details of the analysis such as the choice of clustering algorithm or 

Monte-Carlo scheme can lead to biases in the final result which must be evaluated. 

In this Section we examine each element of the procedure in turn and attempt to 

gauge the impact on the final result. 

Clustering Algorithm 

The reasons for using the DURHAM algorithm were discussed in Chapter 5 which 

also justified the chosen Ycut value of 0.01. In order to evaluate the dependence 

of the result on these choices the full analysis was repeated on data and Monte­

Carlo with different values of Ycut close to the original. In a third variant the JADE 

algorithm was used. In this case an equivalent Ycut value of 0.027 was used which 

selected the same total number of events as the nominal analysis. It was found 

that changing the combining algorithm did not alter the sample significantly so 

all of the variants employ the 'E' scheme. 

The fit was only performed for the udsc sample as this employs the same 

clustering techniques as the b-tagged analysis. For each variant 5 million events 

were generated with the ERT matrix element calculation using the new clustering 

requirement. 

The effect of the change is in all cases to include events in the sample from 

different regions of the 4-parton phase space. This has led to the three variations 

being combined in a single systematic error. The results are contained in the 

following table where the quoted errors on the Colour Factor ratios are statistical. 

The 6 entries refer to the numerical change with respect to the nominal result, 

and the 'sig' entries express the significance of these shifts by showing them in 

units of the statistical error on the new value. The x2 entries show the value of 

the x2 per degree of freedom which gives a measure of the fit quality. 
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Clustering Algorithm .£8.. c.(g;) sig(g;) Tu t>( Tu) sig(#J;) x2 
Gp Gp Gp 

Durham Ycut = 0.12 2.202 ± 0.151 -0.084 -0.553 1.241 ± 0.356 -0.151 -0.425 1.487 

Durham Ycut = 0.008 2.258 ± 0.106 -0.027 -0.260 1.128 ± 0.263 -0.265 -1.004 5.19 

Jade Ycut = 0.027 2.173 ± 0.128 -0.113 -0.881 1.906 ± 0.411 0.513 1.248 2.89 

Detector Simulation 

The accuracy of the detector simulation program used to model the response of 

the detector to Monte-Carlo events has been examined by repeating the analysis 

using only charged tracks. 

In general the response of a detector to neutral particles is open to greater 

uncertainty as there is no tracking information available against which to check 

the calorimeter signals. The possibility that some error in the modelling of this 

response introduces a bias is rigorously explored by removing all neutral particles 

from the analysis and comparing the results obtained. This step degrades the jet 

angular resolution 68 by 10% from the nominal value of 5.1° to 5.6°. The effect 

of the change on the measured values is shown below. 

sig( #J:) x2 sig(g;) Tu 
Gp Systematic Check 

Charged Tracks Only 2.435 ± 0.192 0.777 1.266 ± 0.454 -0.127 -0.279 1.43 

Initial and Final State Radiation 

Photon radiation either from the e+ e- before they annihilate or from quarks in 

the early stages of the perturbative shower can skew the topology of the event as 

it recoils from the emitted photon. 

The initial state radiation (ISR) process tends to produce low energy photons 

at angles close to the beam pipe which usually escape undetected. In fact, only 

5% of events contain an ISR photon of energy greater than 1 GeV so the influence 

on the overall topology is small. The energy calculation and re-clustering pro­

cedure reduces. the. impact further by preferentially removing events which ha,ve 

significant missing energy. 

There is however a possible sensitivity in the analysis due to the following 

mismatch. The matrix element calculations used in the fit ignore ISR but the 
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Figure 7.11: The ACV correction functions applied to the data to account for ISR 

effects. 

partons produced in the Monte-Carlo used to correct the data have these effects 

included. To check the possible influence of this discrepancy a sample of Monte­

Carlo parton events with the ISR effects removed was generated and a correction 

function for the ACV's created by taking the ratio of these parton level events to 

those with ISR included. This correction function is shown in Figure 7.11. The 

result of the fit after the correction function was applied is shown in the table 

below. 

In the case of final state radiation from quarks the photon energy can be as 

high as 45 Ge V and so could in principle have a large effect. The main problem 

arises in the high energy - high emission angle region where the photon could 

be mistaken for a hadronic jet and thus cause a 3-jet qqg event to mimic a qqgg 

or qqqq event. This process is unlikely as the q -t q/ cross-section favours soft 

and collinear emission and the electromagnetic coupling constant is much smaller 

than the strong coupling constant. However the possibility of contamination has 

been investigated by repeating the full analysis with the exclusion of any event 
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containing a jet in which the proportion of the jet energy due to a single photon 

exceeds 90%. The result of this analysis is shown below together with the result 

of the ISR corrected fit. 

Systematic Check fA.. ~( fA..) sig( §::) Tu. ~(Tu.) sig( f1;) x2 I Gp Gp Gp Gp 

ISR 2.277 ± 0.161 -0.009 0.056 1.262 ± 0.387 -0.131 -0.339 1.79 

FSR 2.288 ± 0.129 0.002 0.016 1.459 ± 0.310 0.066 0.211 1.62 

Monte-Carlo Modelling of B Sample 

The version of the Jetset Monte-Carlo used has been tuned to describe the ALEPH 

data (45]. However in order ensure that any deficiency in the description of b 

hadron decays does not introduce a bias in the results a check of the b-tag purity 

has been performed. 

In the Monte-Carlo sample the estimated contamination from udsc events was 

found to be 12.0% as explained in Chapter 6. Any inaccuracy in the modelling 

of the vertex attributes or decay characteristics of the b sector would distort the 

tagging efficiency in the MC, resulting in an unreliable purity measurement. 

In order to assess the impact of this effect on the results a set of MC correction 

functions were created at values of udsc contamination between 0% and 28%. The 

b sample fit was repeated with data corrected using each new function and the 

Colour Factor ratios plotted as a function of udsc contamination. Figure 7 .12 

shows the result for each ratio along with a straight line fit to the points, the 

parameters of which are shown below. 

~. . = 2.231 + 0.443 x impurity 
Fimpurity 

tf. . = 3.101 - 5.463 x impurity 
F impurity 

Using this fit the change in the results is estimated when the purity is varied 

from its measured value by ±5%. The effects are shown in the table below where 

the ~ values are defined relative to the nominal b sample result. The errors on 

the Colour Factor ratios are taken from the uncertainty on the intercept value in 

the straight line fit. 
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Figure 7 .12: The variation of the Colour Factor ratios ~ and '[!; as a function 

of b sample contamination from udsc events. The errors shown are statistical. 
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Systematic Check f:A.. t>.( f:A..) sig(~) Tu t>.(Tu) sig( fr;) Gp Gp Gp Gp 

b sample impurity 7% 2.262 ± 0.082 -0.026 -0.315 2.718 ± 0.830 0.371 0.448 

b sample impurity 17% 2.306 ± 0.082 0.019 0.225 2.172±0.830 -0.175 -0.211 

Hadronization 

As a further check of the Monte-Carlo dependence of the result a new sample 

of Monte-Carlo events was generated in which the hadronization parameters had 

been radically changed. This has the effect of altering the momentum spectrum 

of hadrons within jets which in turn influences the structure of the event. 

The string fragmentation procedure used in the JETSET Monte-Carlo [8] 

was introduced in Section 1.3.3. One of the main parameters involved in the 

hadronization process is the longitudinal fragmentation function J ( z) which con­

trols the momentum spectrum of the produced hadrons. It is possible to adopt 

different definitions but the version used in 'the JETSET Monte-Carlo is shown 

below. The z parameter describes the fraction of the remaining longitudinal mo­

mentum (E + Pz) taken by a hadron produced in the break up of the string. The 

transverse mass is defined as m} = E 2 - p; where the z direction is defined as 

being along the string. 

In this expression the A and B parameters are arbitrary and have been tuned 

to best fit the data. The two are highly correlated so in our adjustment the A 

parameter was left fixed at its nominal value of 1. The B parameter was changed 

from the fitted value given in Reference [45] of 0.496 ± 0.015 by five times the 

error on the fit to a value of 0.571. This change would tend to produce a harder 

momentum spectrum for the hadrons. The fragmentation function for the tvvo 

cases is shown in Figure 7.13. 

The sample was used to derive a new hadronization correction for the data 

and by combining this with the existing detector correction and fitting as before 

a new udsc result was obtained which is displayed in the following table. 
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Figure 7.13: A comparison of the fragmentation function for the normal param­

eter tuning (full line) and the 5<7 de-tuned case (dashed line). Both plots have 

been normalized to the same area. In the plot a typical value of m~ = 0.27 GeV2 

has been assumed. 
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Systematic Check sig(~) sig( !!; ) x2 

Hadronization 2.447±0.183 0.161 0.879 1.023 ± 0.444 -0.834 1.27 

Energy Calculation Algorithm 

In the energy calculation algorithm introduced in Section 4.5.3 all events which 

have a jet energy re-scaling factor greater than 3 are removed from the sample. 

This value was chosen as a compromise between statistical coverage and the 

exclusion of ill-defined jets, but as the re-clustering process which follows the 

calculation also removes poorly reconstructed events the cut value is not critical. 

In order to check the influence on the results the full analysis was repeated with 

maximum re-scaling factors of 2 and 4. The results of the new fits are shown 

below. 

Systematic Check £.1.. ~( £.1..) sig(~) Iii. ~(Iii.) sig( !!; ) x2 
Gp Gp Gp Gp 

Rescale Cut=2 2.221 ± 0.133 -0.065 -0.487 1.562 ± 0.320 0.169 0.527 1.61 

Rescale Cut=4 2.290 ± 0.128 0.004 0.033 1.461 ± 0.307 0.068 0.222 1.63 

Histogram Binning 

In the nominal analysis there are 10 bins for each ACY. The possibility that this 

choice introduced some effect on the results was investigated by repeating the 

analysis with 9 and 11 bins in each distribution. The results are shown below. 

Systematic Check £.1.. ~(S1..) sig(~) Iii. ~(Iii.) sig( !!; ) x2 
Gp Gp Gp Gp 

9 bins per ACV 2.340 ± 0.128 0.054 0.423 1.266 ± 0.312 -0.127 -0.406 2.05 

11 bins per ACV 2.274 ± 0.129 -0.012 -0.094 1.428 ± 0.312 0.035 0.112 1.71 

7.3.4 Error Analysis Conclusion 

The UDSC Sample 

The following table summarizes the contribution to the udsc sample experimental 

error from each source. The scheme used to evaluate the size of the error is to 

take half the maximum deviation for each effect. This method is intended to 

compensate in some measure for the contribution to each shift from the limited 
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Monte-Carlo statistics; This factor is highlighted by the low significance value of 

many of the errors. 

Systematic Effect £'.a a(~) Tu a(fi;) CF CF 

Clustering 2.229 -0.057 1.650 0.257 

Detector Simulation 2.361 0.075 1.330 -0.064 

ISR & FSR 2.282 -0.005 1.328 -0.066 

Hadronization 2.367 -0.081 1.208 -0.185 

Jet Energy Calculation 2.254 -0.033 1.478 0.085 

Histogram Binning 2.313 0.027 1.203 -0.064 

Statistical 2.286 0.129 1.393 0.309 

The sum in quadrature of all systematic contributions to the udsc sample 

uncertainty is included in the final error quoted below where the first error is 

statistical and the second is systematic. 

~ = 2.286 ± 0.129stat ± 0.13lsyst 
F udsc 

'[!- = 1.393 ± 0.309stat ± 0.346syst 
Fudsc 

Combining these errors in quadrature we obtain the udsc result shown below . 

£'..1..c = 2.286 ± 0.184 
Fudsc 

.!:....B..CT = 1.393 ± 0.464 
Fudsc 

The B Sample 

In calculating the b sample systematic contributions the same scheme has been 

adopted as for the udsc sample. The common uncertainties arise from the same 

phenomena and the uncertainties derived for the udsc sample are also adopted for 

the b sample. The following table summarizes the contribution to the b sample 

experimental error from each source. 
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Systematic Effect fA. a(§;) Tu a(fj;) Gp Gp 

Clustering 2.229 -0.057 1.650 0.257 

Detector Simulation 2.361 0.075 1.330 -0.064 

ISR & FSR 2.282 -0.005 1.328 -0.066 

Monte-Carlo B Purity 2.273 -0.013 1.579 0.186 

Hadronization 2.367 -0.081 1.208 -0.185 

Jet Energy Calculation 2.254 -0.033 1.478 0.085 

Histogram Binning 2.313 0.027 1.203 -0.064 

Statistical 2.298 0.091 2.347 0.913 

The sum in quadrature of all systematic contributions to the b sample uncer­

tainty is included in the final error quoted below where the first error is statistical 

and the second is systematic. 

~CC = 2.298 ± 0.091stat ± 0.132syst 
Pb 

.!..RCT = 2.347 ± 0.913stat ± 0.393syst 
Pb 

Combining these errors in quadrature we obtain the b result shown below. 

~cc = 2.298 ± 0.160 
Pb 

7.4 Summary 

.!..RCT = 2.347 ± 0.994 
Pb 

The two results given above are derived from independent samples and can be 

combined by weighting each result with its statistical error following the standard 

method of Reference (52]. The final error is calculated assuming the two mea­

surements share common systematic effects. These lead to the error contributions 

shown below. 

§a . = 2.294 ± 0.074stat ± 0.132syst 
P final 

[f- . = 1.491 ± 0.293stat ± 0.393syst 
F final 
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The final result obtained from the sum in quadrature of the systematic and 

statistical uncertainties is then: 

.'::'.A.cc . 

1 
= 2.294 ± 0.151 

Fjma 
if = 1.491 ± 0.490 

F final 

in agreement with the QCD prediction introduced in Section 1.3.4 of ~ 

2.25 and'{!;= 1.875. These values are displayed in the~''{!; plane in Figure 7.14 

together with the udsc and b sample results and the QCD prediction. 

It is possible to re-express the result presented above for '{!; by recalling the 

definition TR= n1TF. By assuming the Standard Model prediction of n1 = 5 we 

obtain the measurement of '{!; displayed below which is in agreement with the 

QCD prediction of 'f:; = 0.375. 

'f:; = 0.298 ± 0.059stat ± 0.079syst 

!!;: = 0.298 ± 0.098 

Alternatively the '{!; result can be used to obtain a limit on the number of 

strongly interacting fermions, n 1. Assuming the QCD value of 'f:; = 0.375 we 

obtain: 

n J = 3.976 ± 0. 781stat ± l.048syst 

n 1 = 3.976 ± 1.307 

in agreement with the Standard Model prediction of n J = 5. This value can 

be expressed as a limit on gluino production which would predict n J = 8 for the 

case of a massless gluino. This possibility can be excluded at > 99% confidence 

level by the result. 

In the case of a massive gluino the limit is weakened by the phase space 

suppression inherent in massive particle production which results in a tendency 

to reduce the impact on n 1 with respect to the massless case. The type of 

suppression factor suggested in [59] translates here into J1 - (2mgtuina) 2 /(syjade) 

where we have used the minimum invariant mass between two jets ( y'SYjade) as 

the mass scale of the process. The JADE algorithm Ycut = 0.03 is used as it 

is equivalent to the DURHAM Ycut = 0.01 used in the analysis. This formula 
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Figure 7.14: The final result displayed in the ~' 'fJ; plane. The star represents 

the QCD prediction for the two ratios. The ellipses represent the combined 

statistical and systematic error on each measurement. 
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correctly reproduces the suppression predicted by the MME calculation for the b 

quark mass. 

The 953 confidence level limit on the change inn f above its predicted value of 

5 is 6n1 < 1.59. We combine this with the above formula for the mass suppression 

to obtain a lower limit on the gluino mass as shown below. 

3 
l _ (2mgluino)

2 

(SYjade) 

mgluino > 6.70 GeV. 

< 1.59 

Figure 7.15 displays the result in the &;-, 'ff;. plane together with the Colour 

Factor ratios of several theories. The massless gluino point is derived assuming 

that the increase in n f from 5 to 8 is expressed as an enhancement of !!; by 

0.375 x (~) = 0.6. The abelian gluon model is a toy model of the strong interaction 

with three colours but no gluon self-coupling [40]. The QED point which is based 

on a U(l) symmetry group is displayed for comparison as are the SU(2) and SU( 4) 

points. 

Discussion of Statistical Error 

The statistical accuracy of the udsc result is largely as expected. However in 

the b sample the error on fJ; is relatively large, especially when compared with 

the &;- error which is smaller than in the udsc sample even though the b sample 

contains 15 times fewer events. The reason for the difference in the two b sample 

accuracies is not statistical as equal numbers of events are used to derive both 

results. 

On examination of the correlation coefficients measured by the fitting routine 

the reason for the discrepancy becomes clear. In the udsc sample the ACV plots 

from the a, /3 and I processes are correlated to approximately the same level, 

with correlation coefficients as shown below. Recall that the a, /3 and /processes 

are related to CF, CA and TR respectively. 
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Colour Factor Fit Result 
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Figure 7.15: The final result displayed in the ~' '-&; plane. The star represents 

the QCD prediction and the ellipse represents the combined final result. 
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However in the case of the b sample we use the massive matrix element pre­

dictions in the fit and place the tagged jets in position 1 and 2. In this scheme the 

a and / distributions display some similarities in shape and we observe a large 

correlation between the two in the fit results. The strong similarity between the 

distributions dilutes the potential accuracy of the 'ff; b-tagged measurement. The 

correlation coefficients determined from the b sample are displayed below. 

p( c A' TR) = -0.338 

Discussion of Systematic Error 

The evaluation of systematic effects has not revealed any problems with the 

method. This fact gives us confidence in the accuracy of the result which is 

reinforced by the similar conclusions derived from two independent samples with 

complementary techniques. 



Chapter 8 

Conclusions 

This thesis presents a measurement of the Colour Factors of Quantum Chromody­

namics from 4-jet events observed with the ALEPH detector using data collected 

at the LEP accelerator between 1992 and 1995. 

The analysis contains two distinct elements which combine to provide the 

following Colour Factor results: 

~ = 2.294 ± 0.151 'fl; = 1.491 ± 0.490 

which are in agreement with the QCD predictions of ~ = 2.25 and 'fl; = 1.875. 

These results are among the most accurate measurements of these quantities 

to date and confirm QCD as the theory of the strong interaction. The possibility 

of a supersymmetric gluino below 6.7 GeV is excluded at the 95% confidence 

level. 
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